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Abstract
Inductive predicates play a key role in program verification using separation logic. There are many
methods for defining such predicates in separation logic, which all have different conditions and thus
support different classes of predicates. The most common methods are: (1) through a structurally-
recursive definition (commonly used to define representation predicates for the verification of data
structures), and (2) through step-indexing (commonly used to give a semantics of Hoare triples for
partial program correctness). A lesser-known method is to define such inductive predicates internally
in higher-order separation logic through a least fixpoint of a monotone function.

The contributions of this paper are fourfold. First, we present the folklore result (from the Iris
library) that one can define least (and greatest) fixpoints internally in separation logic by extending
the standard second-order impredicative encoding with some modalities. Second, we show that these
fixpoints are useful to define representation predicates where the mathematical and in-memory data
structures do not correspond. Third, we show that these fixpoints can be used to define Hoare triples
and weakest preconditions for total program correctness in Iris. Fourth, we present a prototype
command (akin to Rocq’s Inductive), written in Rocq-Elpi, to generate the least fixpoint and its
reasoning principles (constructors and induction principles) from a high-level specification.
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1 Introduction

Separation logic [54, 59] and its extension concurrent separation logic [52, 11] are widely
used methods for the verification of imperative and concurrent programs. A key ingredient
of separation logic is the use of representation predicates to specify data structures. Consider
the following (slightly adapted) example from the seminal paper by Reynolds [59]:

isList ℓ [ ] ≜ ℓ 7→ NIL isList ℓ (v :: v⃗) ≜ ∃ℓ′. ℓ 7→ CONS (ℓ′, v) ∗ isList ℓ′ v⃗
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27:2 Inductive Predicates via Least Fixpoints in Higher-Order Separation Logic

The predicate isList ℓ v⃗ should be read as: the location ℓ in the heap contains a pointer-based
linked list described by the mathematical list v⃗. Importantly, isList : loc→ list val→ iProp is
not a predicate in the meta-logic (e.g., Prop in Rocq), but a predicate in separation logic
(e.g., iProp in Iris) which describes a set of heaps. The definition of isList can hence make use
of the points-to assertion ℓ 7→ v (location ℓ contains value v) and the separating conjunction
P ∗Q (propositions P and Q hold in disjoint heaps).

With separation logic frameworks in proof assistants, such as BedRock [19], CFML [15],
Charge [8], Iris [45, 37] and VST [12], one commonly defines these predicates by structural
recursion on the mathematical data type. The list predicate is defined in Rocq using Iris as:

Fixpoint is_list (l : loc) (vs : list val) : iProp :=
match vs with
| [] => l 7→ NIL
| v :: vs => ∃ l', l 7→ CONS (#l',v) ∗ is_list l' vs
end.

This method is applicable to many (tree-like) data structures and is widely used in the litera-
ture because such predicates are easy to define and use. One obtains the recursive equations
as definitional equalities, and one can perform structural induction on the mathematical list.

Problem But what if it is impossible to define the predicate by structural recursion, or
it is too cumbersome to convince the guardedness/termination checker? When working in
the meta logic, one would define the predicate inductively (Inductive in Rocq) instead of
by structural recursion (Fixpoint in Rocq)—but a priori there is no analogue for defining
inductive predicates in separation logic. Particularly, the standard Inductive command in
Rocq cannot be used because iProp is not an arity of a sort [72] (see § 6 for details).

What is lesser known is that one can define inductive predicates internally in higher-order
separation logic through a second-order impredicative encoding of least fixpoints, akin to
the folklore encoding in second-order predicate logic and linear logic [7], which in turn is
inspired by the Tarski-Knaster theorem [40, 66]. The Iris framework for separation logic in
Rocq has a small library for least fixpoints (whose first version was written by Jung [35] in
2017), but it has seen less use in practice than the Fixpoint approach. We believe that is
for at least two reasons. First, there is a lack of intuitive descriptions of applications where
the least fixpoint approach shines. Second, there is no support for making the least fixpoint
encoding usable in practice—the user is required to write an abundance of boilerplate.

We describe two applications of inductive predicates in separation logic. First, in the
context of data structure verification, we show that inductive predicates are useful to define
representation predicates if the mathematical and in-memory structure do not correspond.
Second, we show that inductive predicates in separation logic are useful to develop the meta
theory of separation logic itself. Specifically we show how to define Hoare triples and weakest
preconditions for total program correctness internally in the Iris base logic. The first author
added this construction as part of Iris in 2017 [42], and variants have been used in practice,
e.g., [28, 1, 79, 78], but the details have never been spelled out in a published paper.

To make the least fixpoint encoding practical, we present a prototype Iris Inductive
command for inductively-defined predicates in separation logic, written in Rocq-Elpi [25, 69,
71], built on top of the Iris Proof Mode (IPM) [45, 43]. Inspired by proof assistants in the
HOL family [49, 56, 33], our command transforms a high-level specification of an inductive
predicate into low-level definitions—with the crucial difference that we are working in an
embedded separation logic instead of the unrestricted meta logic of the proof assistant.
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Application #1: Data structure verification Consider a variation of the representation
predicate for lists, defined using our Iris Inductive command:

Iris Inductive is_del_list : loc → list val → iProp :=
| is_del_list_nil l : l 7→ NIL -∗ is_del_list l []
| is_del_list_cons l l' v vs :

l 7→ CONS (#l',v) -∗ is_del_list l' vs -∗ is_del_list l (v :: vs)
| is_del_list_del l l' vs : l 7→ DEL #l' -∗ is_del_list l' vs -∗ is_del_list l vs.

The in-memory representation contains an additional deleted node DEL. Similar to CONS,
the DEL node contains a link to the next node, but does not hold a value. Such DEL nodes
are useful in concurrent programming, where a node is first ‘marked’ as deleted and is
only removed from the list later [32], or to atomically append queues [62]. Crucially, this
representation predicate cannot be defined by structural recursion because the size of vs
does not decrease in the DEL case. An alternative, as used by Somers and Krebbers [62]
(in Iris), is to define the predicate by structural recursion on list (option A), where None
accounts for deleted nodes. However, that approach involves additional boilerplate and is
not applicable to more advanced use cases such as our program logic for total correctness.

The Iris prefix indicates that the Inductive should be processed by our Rocq-Elpi proto-
type using the following steps. 1. We define the fixpoint using a second-order impredicative
encoding by transforming the constructors into a disjunction of existentially quantified cases.
Here, we exploit Elpi’s support for HOAS [57] to perform term surgery with binders. 2. We
prove monotonicity (i.e., positivity) of the recursive argument using a goal-directed proof
search. To support a variadic notion of monotonicity, we port the notion of signatures
from Rocq’s generalized rewriting framework [63] to separation logic. 3. We generate the
constructors and induction principles, making use of monotonicity. Here, we reimplement
some of the IPM tactics in Elpi to avoid interfacing with the original IPM Ltac code. Finally,
we provide a tactic akin to Rocq’s induction that applies the induction principle.

Application #2: Total program correctness Iris employs the reductionist methodology to
develop a large fragment of its meta theory in separation logic itself [44]. At its core, Iris
features a base logic, which is a higher-order intuitionistic logic, with separating conjunction
(∗), magic wand (−∗), a customizable notion of resource ownership, and a handful of modalities.
The program logic (which includes weakest preconditions and Hoare triples) is encoded in the
base logic. This methodology ensures that the definition of the program logic is concise and
and can easily be adapted to other domains such as continuations [74], effect handlers [23],
non-interference [27, 29], randomized algorithms [67], and crash safety [13].

The standard Iris program logic is, however, limited to partial program correctness and
lacks support for total program correctness (i.e., termination). Semantically speaking this
limitation stems from the fact that the program logic is defined using step-indexing [4, 2, 5],
which is coinductive in nature. We show that through a simple modification to the definition
of the Iris program logic, we obtain a version for total correctness: we remove a modality,
and instead of the step-indexed Banach’s fixpoint, we use a least fixpoint. The key difference
w.r.t. the original Iris program logic for partial correctness is that we cannot introduce a
later modality during computation steps. Consequently we cannot use Löb induction to
reason about loops and recursive functions, and are forced to use induction on a data type
in the Rocq meta logic or an inductively-defined predicate in Iris to ensure termination.

Contributions and outline We show that inductive predicates, defined using a standard
second-order encoding of least fixpoints in separation logic (§2), are useful assets for program
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True ∗ P ⊣⊢ P
P ∗Q ⊣⊢ Q ∗ P

(P ∗Q) ∗R ⊣⊢ P ∗ (Q ∗R)

∗-mono
P1 ⊢ Q1 P2 ⊢ Q2

P1 ∗ P2 ⊢ Q1 ∗Q2

−∗-intro
P ∗Q ⊢ R
P ⊢ Q −∗ R

−∗-elim
P ⊢ Q −∗ R
P ∗Q ⊢ R

□-dup
□P ⊣⊢ □P ∗□P

□-elim
□P ⊢ P

□-idem
□P ⊣⊢ □□P

□-mono
P ⊢ Q

□P ⊢ □Q

□-True
□True ⊣⊢ True

Figure 1 Selected laws of the Iris base logic. (We use ⊣⊢ as notation for bidirectional entailment.)

verification. Both for the verification of data structures (§ 3) and for developing the meta
theory of a program logic for total program correctness (§ 4). We present a prototype
Iris Inductive command, written in Rocq-Elpi, which given a high-level specification gener-
ates the low-level definitions (§ 5). We conclude by discussing related (§ 6) and future work
(§ 7). All our results are mechanized in the Rocq prover using the Iris framework [46]. An
extensive description of the command is in the MSc thesis of the second author [77].

Limitations 1. We consider our Iris Inductive command to be a prototype because it is
unclear how how to avoid the duplication of IPM tactics in Ltac and Elpi, and thus integrate it
into the production version of Iris (see §7). 2. While our program logic is as least as powerful
as variants of ‘traditional’ separation logic for total correctness, e.g., CFML [14, 15, 16], it is
too weak for blocking concurrency as it does not integrate the assumption of fair scheduling.
We consider reasoning about the scheduler orthogonal and leave that for future work.

2 Fixpoints in Higher-Order Separation Logic

In this section we give a brief introduction to higher-order separation logic, and describe
the folklore result of defining fixpoints using a second-order impredicative encoding. This
construction works for any higher-order predicate BI [53, 10] with a persistence modality,
i.e., a Modal BI (MoBI) [43]. For brevity’s sake, we present the construction specifically for
the Iris base logic, which is an instance of a MoBI.1 The fixpoint construction in the Iris
base logic was mechanized by Jung [35], and has been ported to MoBIs by Krebbers [41].

The Iris base logic The propositions of the Iris base logic iProp include the standard
connectives of higher-order intuitionistic logic with equality (i.e., True,False,∧,∨,⇒,∀,∃,=).
The key feature of a higher-order logic is that the domain A in ∀x : A. P and ∃x : A. P can be
any type, and can even include the type of propositions iProp (impredicativity). Particularly,
one can quantify over predicates ∀Φ : A→ iProp. P , which is crucial for the fixpoint encoding.

The Iris base logic includes the separating conjunction (∗), magic wand (−∗), and per-
sistence modality (□). Selected laws are shown in Figure 1. To obtain an intuition for
these connectives, it is useful to think of the model of separation logic, where propositions
denote ownership of resources. The Iris base logic supports user-defined (higher-order ghost)

1 (Mo)BIs have two unit elements—True for ordinary conjunction (∧) and Emp for separating conjunction
(∗)—while the Iris base logic has a singular unit element True. Similarly, (Mo)BIs have have a persistence
(⊡) and intuitionistic (□) modality, which coincide for the Iris base logic [43, §2.4].



R. Krebbers, L. van der Maas, E. Tassi 27:5

resources [39, 36, 37], but for simplicity we consider the resources to be heaps (finite maps
from locations to values). This means we have a primitive ℓ 7→ v, which holds for a heap h,
if it contains a location ℓ with value v. The separating conjunction P ∗Q holds for a heap h,
if it can be split into disjoint heaps h1 and h2 in which P and Q hold, respectively. The
magic wand P −∗ Q holds for a heap h, if for any disjoint heap h′ that satisfies P , we have
that Q holds for the disjoint union of h and h′. The separating conjunction is associative,
commutative and monotone, and has True as its unit. The laws −∗-intro and −∗-elim
express that ∗ and −∗ interact in the same way as ∧ and ⇒ (i.e., they are adjoints).

Separation logic is substructural, hence we do not have P ∗ P ⊣⊢ P . However, for some
propositions P that law does hold, particularly the persistent propositions—those that do
not assert (exclusive) ownership of resources. Simple examples of persistent propositions
are True, False and equality, but Iris features many more (e.g., invariant assertions P ). To
reason about persistent propositions, Iris employs the persistence modality (□), and says
that a proposition P is persistent iff P ⊢ □P . In the heap model, □P holds for a heap h, if
P holds for the empty heap ∅. Persistent propositions are duplicable (□-dup) and the □
modality can be eliminated (□-elim). The □ modality is idempotent and monotone, and
commutes with (separating) conjunction, disjunction and quantifiers. The □ modality can
be introduced if the hypotheses are persistent, as expressed by the following derived law:

□-intro
P ⊢ Q persistent(P )

P ⊢ □Q

Fixpoints We define the least (µ) and greatest (ν) fixpoint operators, which take a pre-
fixpoint function F : (A → iProp) → (A → iProp), and return a fixpoint A → iProp. The
argument rec : A→ iProp of F corresponds to the recursive occurrence. For example, for the
list representation predicate with deleted nodes from § 1 (which cannot be defined directly by
structural recursion), we use the following pre-fixpoint function (with A ≜ loc× list val):

FisDelList rec (ℓ, v⃗) ≜ (ℓ 7→ NIL ∗ v⃗ = [ ]) ∨
(∃ℓ′, w, w⃗. ℓ 7→ CONS (w, ℓ′) ∗ rec (ℓ′, w⃗) ∗ v⃗ = w :: w⃗) ∨
(∃ℓ′. ℓ 7→ DEL ℓ′ ∗ rec (ℓ′, v⃗))

We now define isDelList : loc → list val → iProp as λℓ, v⃗. µ FisDelList (ℓ, v⃗). A fixpoint of F is
well-defined if all occurrences of rec are in positive position, i.e., if F is monotone:

∀(Φ1, Φ2 : A→ iProp). □(∀x : A. Φ1 x −∗ Φ2 x) −∗ ∀x : A. F Φ1 x −∗ F Φ2 x

Since we work in separation logic, we use the magic wand (−∗) instead of implication (⇒).
The persistence modality (□) allows ∀x : A. Φ1 x −∗ Φ2 x to be used multiple times, which is
needed for predicates with multiple recursive occurrences (is_search_tree in § 3). To our
knowledge, dropping the modality does not give benefits if there is one recursive occurence.

▶ Theorem 1. Given a monotone pre-fixpoint function F : (A → iProp) → (A → iProp),
there exists a least fixpoint µF : A→ iProp that satisfies:

1. (Fixpoint equations) F (µF )x −∗ µF x and µF x −∗ F (µF )x, and,
2. (Iteration principle) □(∀x. F Φx −∗ Φx) −∗ ∀x. µF x −∗ Φx.

Proof. We define the least fixpoint as:

µF ≜ λx. ∀(Φ : A→ iProp). □(∀y. F Φ y −∗ Φy) −∗ Φx

ITP 2025



27:6 Inductive Predicates via Least Fixpoints in Higher-Order Separation Logic

This definition is analogue to the folklore encoding in higher-order logic, but uses magic wand
(−∗) instead of implication (⇒). Similar to the definition in second-order linear logic [7],
which uses the bang operator (!), it uses Iris’s persistence modality (□).

1. Proof of F (µF )x −∗ µF x. Assume HF : F (µF )x. Now given an arbitrary predicate
Φ : A → iProp that satisfies HΦ : □(∀y. F Φ y −∗ Φy), we should prove Φx. We use
□-dup to duplicate HΦ and apply it to our goal, which means we should prove F Φx.
By monotonicity of F and the assumption HF , it suffices to prove □(∀x. µF x −∗ Φx).
As HΦ is persistent, we can use □-intro to introduce the □ in our goal. So assume
Hµ : µF x, we should prove Φx. This follows by unfolding µ in Hµ and our copy of HΦ.

2. Proof of µF x −∗ F (µF )x. Assume Hµ : µF x. We specialize Hµ with Φ = F (µF ),
and apply it to our goal. It now remains to prove □(∀y. F (F (µF )) y −∗ F (µF ) y). This
goal follows from monotonicity of F and Item 1 (i.e., F (µF )x −∗ µF x).

3. The iteration principle follows immediately by definition of µF . ◀

The iteration principle from Theorem 1 is often inconvenient in practice. It only gives
the induction hypothesis, but forgets that the fixpoint predicate holds for the recursive
occurrence. From the iteration principle, we derive the following induction principle:

□(∀x. F (λy. Φ y ∧ µF y)x −∗ Φx) −∗ ∀x. µF x −∗ Φx

To obtain an intuition for the iteration and induction principle, it useful to specialize them
to the isDelList predicate. After expanding FisDelList and some logical simplification we get:

□(∀ℓ. ℓ 7→ NIL −∗ Φ ℓ [ ]) ∗
□(∀ℓ, ℓ′, w, w⃗. ℓ 7→ CONS (w, ℓ′) −∗ (Φ ℓ′ w⃗ ∧ isDelList ℓ′ w⃗) −∗ Φ ℓ (w :: w⃗)) ∗
□(∀ℓ, ℓ′, w⃗. ℓ 7→ DEL ℓ′ −∗ (Φ ℓ′ w⃗ ∧ isDelList ℓ′ w⃗) −∗ Φ ℓ w⃗)

∀ℓ, v⃗. isDelList ℓ v⃗ −∗ Φ ℓ v⃗

The part in red is only present in the induction principle. We need a conjunction (∧) instead
of separating conjunction (∗) because the latter would be unsound if Φ ℓ′ w⃗ and isDelList ℓ′ w⃗

describe overlapping resources (take Φ ℓ v⃗ ≜ isDelList ℓ v⃗ ∗ v⃗ = [ ]). (Unlike standard inductive
types in Rocq, there is no dependent eliminator/induction principle as iProp is irrelevant.)

One can dually encode coinductive predicates using the greatest fixpoint operator ν F ≜
λx. ∃(Φ : A→ iProp). □(∀y. Φ y −∗ F Φy) ∗ Φx. This definition is analogue to the standard
encoding in second-order logic with ∗ and □ instead of ∧. The greatest fixpoint is used in
Iris for logical atomicity [38], and a nested least/greatest fixpoint is used for termination-
preserving program refinements [28]. We focus on least fixpoints, but believe it is easy to
generalize our Rocq-Elpi prototype to generate greatest fixpoints too (see § 7).

3 Data Structure Verification

In this section we show how least fixpoints are used to define representation predicates for
data structure verification. We focus on examples where the in-memory and mathematical
structure do not correspond, and structural recursion cannot be used, or is too cumbersome.

Consider a variant of the list predicate from the induction with ‘deleted’ nodes:
Iris Inductive is_list_with_tl (tl : loc) : loc → list val → iProp :=

| is_list_with_tl_nil : tl 7→ NIL -∗ is_list_with_tl tl tl []
| is_list_with_tl_cons v vs l l' :

l 7→ CONS (v,#l') -∗ is_list_with_tl tl l' vs -∗ is_list_with_tl tl l (v :: vs)
| is_list_with_tl_del vs l l' :

l 7→ DEL #l' -∗ is_list_with_tl tl l' vs -∗ is_list_with_tl tl l vs.
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Similar to the example in the introduction, this representation predicate cannot be defined by
structural recursion because the size of the list vs does not decrease in is_list_with_tl_del.
Compared to the example from the introduction, we add a parameter tl for the tail pointer.
This parameter is necessary if we want to verify a constant-time ‘push back’ operation, which
inserts an element at the end using the tail pointer, instead of by traversing the list. We
define isListWithTl tl ℓ v⃗ ≜ µ (FisListWithTl tl) (ℓ, v⃗), with the following pre-fixpoint function:

FisListWithTl tl rec (ℓ, v⃗) ≜ (ℓ 7→ NIL ∗ v⃗ = [ ] ∗ tl = ℓ) ∨
(∃ℓ′. ℓ 7→ DEL ℓ′ ∗ rec (ℓ′, v⃗)) ∨
(∃ℓ′, w, w⃗. ℓ 7→ CONS (w, ℓ′) ∗ rec (ℓ′, w⃗) ∗ v⃗ = w :: w⃗)

We derive the constructors from the fixpoint equations. The induction principle is:
isListWithTl-ind
□( tl 7→ NIL −∗ Φ tl [ ]) ∗
□(∀ℓ, ℓ′, v⃗. ℓ 7→ DEL ℓ′ −∗ (Φ ℓ′ v⃗ ∧ isListWithTl tl ℓ′ v⃗) −∗ Φ ℓ v⃗) ∗
□(∀ℓ, ℓ′, w, w⃗. ℓ 7→ CONS (w, ℓ′) −∗ (Φ ℓ′ w⃗ ∧ isListWithTl tl ℓ′ w⃗) −∗ Φ ℓ (w :: w⃗))

∀ℓ, v⃗. isListWithTl tl ℓ v⃗ −∗ Φ ℓ v⃗

Like Rocq’s native inductive types, the induction predicate Φ does not take the parameters
(here, the tail pointer) as its argument because these remain constant during the induction.
That is, we have Φ : loc→ list val→ iProp instead of Φ : loc→ loc→ list val→ iProp.

Consider a representation predicate for sets implemented using binary search trees (here,
⌜ ϕ ⌝ is the embedding of a Rocq proposition ϕ : Prop in Iris):

Iris Inductive is_search_tree : loc → gset Z → iProp :=
| is_search_tree_empty l :

l 7→ LEAF -∗ is_search_tree l ∅
| is_search_tree_node l n ll lr Xl Xr :

l 7→ NODE (#n, #ll, #lr) -∗ is_search_tree ll Xl -∗ is_search_tree lr Xr -∗
⌜ set_Forall (λ n', n' < n) Xl ⌝ -∗ ⌜ set_Forall (λ n', n < n') Xr ⌝ -∗
is_search_tree l ({[ n ]} ∪ Xl ∪ Xr)

We use the type of finite sets gset A with elements of type A from the Rocq-std++ library [73].
This predicate could in principle be defined by structural recursion on the size of the set,
but doing so would be cumbersome. Rocq’s termination checker does not know that Xl
and Xr are structurally smaller than {[ n ]} ∪ Xl ∪ Xr, so one needs to work around that,
e.g., by adding the size as an explicit index or through well-founded recursion. Defining the
predicate as a least fixpoint requires no such workarounds. We simply create a pre-fixpoint
function FisSearchTree following the same pattern as before. It is worth noting that to prove
monotonicity of FisSearchTree, the □ modality in the definition of monotonicity is crucial due
to the two recursive occurrences of is_search_tree in is_search_tree_node.

Parameters of Iris Inductive predicates are not restricted to first-order data. Due to
the higher-order nature of Rocq and Iris, they can even be types or predicates themselves.
For example, consider a higher-order representation predicate [15] with ‘deleted’ nodes:

Iris Inductive is_ho_list {A} (Φ : val → A → iProp) : loc → list A → iProp :=
| is_ho_list_nil l : l 7→ NIL -∗ is_ho_list Φ l []
| is_ho_list_cons v x xs l l' :

l 7→ CONS (v,#l') -∗ Φ v x -∗ is_ho_list Φ l' xs -∗ is_ho_list Φ l (x :: xs)
| is_ho_list_del xs l l' :

l 7→ DEL #l' -∗ is_ho_list Φ l' xs -∗ is_ho_list Φ l xs.
Definition is_ho_list_loc {A} (Φ : loc → A → iProp) : loc → list A → iProp :=

is_ho_list (λ v x, ∃ l : loc, ⌜ v = #l ⌝ ∗ Φ l x).

ITP 2025
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Φv ⊢ wp v [Φ ] (twp-val)
True ⊢ wp (ref v) [ ℓ. ℓ 7−→ v ] (twp-alloc)
ℓ 7−→ v ⊢ wp ! ℓ [w. w = v ∗ ℓ 7−→ v ] (twp-load)
ℓ 7−→ v ⊢ wp (ℓ← v′) [w. w = () ∗ ℓ 7−→ v′ ] (twp-store)

wp e [ v.wp K[ v ] [Φ ] ] ⊢ wp K[ e ] [Φ ] (twp-bind)
(∀v. Φ v −∗ Ψ v) ∗ wp e [Φ ] ⊢ wp e [ Ψ ] (twp-wand)

wp e[(rec f x = e)/f ][v/x] [Φ ] ⊢ wp (rec f x = e) v [Φ ] (twp-rec)

Figure 2 Proof rules for the total weakest precondition connective.

Higher-order representation predicate make it possible to specify nested data structures, e.g.,
is_ho_list_loc (is_ho_list (=)) : loc → list (list val) → iProp expresses that a loca-
tion contains a lists of lists. (The predicate is_ho_list is more general than is_ho_list_loc
since it allows one to talk about lists with unboxed values.)

Least fixpoints provide support for predicates that are defined in a nested-recursive way.
Let us consider a representation predicate for simple rose trees:

Inductive rose_tree := Node : list rose_tree → rose_tree.
Iris Inductive is_rose_tree : loc → rose_tree → iProp :=

| is_tree_node l ts : is_ho_list_loc is_rose_tree l ts -∗ is_rose_tree l (Node ts).

The least fixpoint is well-defined because is_ho_list Φ is monotone in Φ. This monotonity
property is proved by induction, and declared as a Proper instance allowing our monotonicity
solver (§ 5.2) to use it in the monotonicity proof of FisRoseTree. We note that monotonicy is
more general than the syntactic strict positivity condition for ordinary Inductive predicates
in Rocq. If we prove that a predicate is monotone (and declare the corresponding Proper
instance), we can use it in a nested recursive fashion to define other inductive predicates.

4 Total Program Correctness

In this section we present a program logic for total program correctness, defined internally in
the Iris base logic using a least fixpoint. Before presenting the definition, we explain the proof
rules for program specifications. We conclude by comparing to the standard (step-indexed)
Iris program logic for partial correctness.

Total weakest preconditions and its proof rules At the heart of our program logic we
have the total weakest precondition connective wp e [Φ ]. (We use square [Φ ] and curly {Φ}
brackets to distinguish total and partial correctness weakest preconditions and Hoare triples,
respectively.) Given a postcondition Φ : val→ iProp, the connective wp e [Φ ] : iProp gives the
weakest precondition under which all executions of e are terminating and safe, and all return
values v satisfy Φv. A program execution is safe if it does not get stuck in the operational
semantics, which particularly means that operators are never applied to wrong operands
(e.g., 3 + true) and no invalid memory accesses take place. Hoare triples are defined as
[P ] e [Φ ] ≜ □(P −∗ wp e [Φ ]). The magic wand (−∗) encodes the precondition P , and the □
modality ensures that triples can be used multiple times.

The proof rules are given in Figure 2. Rule twp-val says that it suffices to prove the
postcondition if a program is already a value. Rules twp-alloc, twp-load and twp-store
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are the quintessential reasoning rules for mutable references. Rule twp-bind is used to reason
about an expression nested inside a (call-by-value) evaluation context K. Rule twp-wand is
used to weaken the postcondition, as well as to frame away parts of the precondition.

What might be surprising is the fact that the rule twp-rec for recursive functions
talks about a single unfolding, and lacks a loop variant/measure to reason about recursive
calls. Similar to CFML [14] we can reason about recursive programs through induction
at the meta-level (using Rocq’s induction). But there is another option—we can perform
induction on an inductive predicate defined as a least fixpoint in separation logic. Consider
[ isListWithTl tl ℓ v⃗ ∗ i < length v⃗ ] lookup ℓ i [w. w = v⃗i ∗ isListWithTl tl ℓ v⃗ ]. The function
lookup ℓ i traverses the list and returns the value at index i, skipping ‘deleted’ nodes. It is
futile to perform (meta-level) induction on i or v⃗ since there might be an arbitrary number of
‘deleted’ nodes that should be skipped. Instead we perform induction on isListWithTl tl ℓ v⃗.
Note that we truly need induction instead of iteration. When making a recursive call, we use
the induction hypothesis (first conjunct in isListWithTl-ind), and when we reach the desired
value, we use isListWithTl tl ℓ′ v⃗′ (second conjunct) to prove the postcondition.

Definition of the total weakest precondition Similar to the standard Iris weakest precon-
dition connective, we define our total weakest precondition connective as a derived form in
the Iris base logic (for brevity’s sake, we omit concurrency and Iris’s invariant masks):

wp e [Φ ] ≜


|⇛ Φe if e ∈ val

∀h. S h −∗ |⇛ red(e, h) ∗
∀e2, h2.

(
(e, h) −→ (e2, h2)

)
−∗ |⇛S h2 ∗ wp e2 [Φ ]

if e /∈ val

This definition has a solution as a least fixpoint because the recursive occurrence appears in
positive position. This definition is quite a mouthful, so let us at first ignore Iris’s update
modality (|⇛) and state interpretation (S). In the base case (e ∈ val), the definition simply
requires the postcondition Φ to hold. The inductive case (e /∈ val) has a safety and preservation
part. The safety part requires that e is not stuck (red(e, h) ≜ ∃e′, h′. (e, h) −→ (e′, h′)). The
preservation part requires that for any step (e, h) −→ (e2, h2) in the operational semantics, the
weakest precondition holds recursively for e2. The least fixpoint guarantees that derivations
of wp e [Φ ] are finite, and therefore that e terminates—without explicit step counting. The
state interpretation S h [37, §7.4] links the heap h used in the operational semantics to the
points-to assertion ℓ 7→ v. The update modality (|⇛) is used to support Iris’s ghost state.

The proof rules from Figure 2 are proved as lemmas in separation logic. For twp-bind
and twp-wand we perform induction on the least fixpoint in the premise. To ensure that
the total weakest precondition is doing its job, we prove adequacy, which given a closed proof
(i.e., precondition True), allows us to obtain strong normalization at the meta-level.

▶ Theorem 2 (Adequacy). If [ True ] e [Φ ], then (e, h) is strongly normalizing for any heap h.

Comparison to the partial weakest precondition Our total weakest precondition is almost
identical to the Iris weakest precondition for partial correctness (written {Φ} instead of [Φ ]):

wp e {Φ} ≜


|⇛ Φe if e ∈ val

∀h. S h −∗ |⇛ red(e, h) ∗
▷ ∀e2, h2.

(
(e, h) −→ (e2, h2)

)
−∗ |⇛S h2 ∗ wp e2 {Φ}

if e /∈ val

The sole difference is the later modality (▷) [51] in the recursive case (marked in red), which
is part of the support for step-indexing [4, 2, 5] by the Iris base logic. While the presence of
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the modality might appear innocent, it has major consequences. To understand that, we
should explain the semantics of step-indexing. The semantics of Iris propositions is indexed
by a natural number n, called the step-index. The proposition ▷P is defined to hold at step n
iff P holds at step n− 1, and ▷P holds vacuously at step 0. Since each recursive occurrence
of the weakest precondition is below a later modality, this means that wp e {Φ} holds at
step-index n if the program is safe for n steps of computation. In other words, the presence
of the later modality brings us to the realm of partial program correctness.

Now let us review the consequences to the proof rules. Since the weakest precondition
connective contains a later modality, that modality also shows up in the proof rules for
program operations that perform a computation step, e.g., recursive functions calls:

wp-rec
▷ (wp e[(rec f x = e)/f ][v/x] {Φ}) ⊢ wp (rec f x = e) v {Φ}

▷-intro
P ⊢ ▷P

Löb
(▷P ⇒ P ) ⊢ P

The ▷ modality makes wp-rec stronger since we can always introduce the ▷ using ▷-intro. It
also means we can trivially verify looping programs, e.g., we can prove wp diverge () {False}
with diverge ≜ rec f x = f x. This is done using Löb induction, which corresponds to
induction on the step-index, i.e., the number of remaining computation steps.

Another difference is that Iris defines its partial weakest precondition connective using
Banach’s fixpoint [37, §5.6], which is a step-indexed fixpoint operator that has no restrictions
on positivity, but requires recursion to be guarded by a later modality. Since guarded fixpoints
are unique [37, Thm 4] and the definition of the weakest precondition does not involve a
negative occurrence, one could use the least and Banach fixpoint interchangeably to define
the partial weakest precondition. Based on that observation, Vistrup et al. [79] extended
our total weakest precondition connective with a parameter that determines whether a later
modality is emitted, and thereby provide a uniform treatment of partial and total correctness.

Invariants and concurrency Like the Iris weakest precondition, we extend our total weakest
precondition with Iris’s mask-changing update modality and a threadpool semantics to
support invariants and concurrency, but these extensions come with some limitations.

First, since no later modality is emitted for computation steps, the opening of invariants
P is limited to timeless propositions [37, §5.7], i.e., propositions P that do not include

nested invariants or weakest preconditions. This restriction is needed for adequacy. If we allow
unrestricted Iris invariants (that can be opened without a later modality), we could prove a
total Hoare triple for Landin’s Knot [47], which is clearly not terminating. That is, given
landin ≜ let r = ref (λx. x) in r ← (λx. ! r ()); ! r (), we could prove [ True ] landin [ True ]
using the invariant ∃f. r 7→ f ∗□ wp f () [ True ] .

Second, our total weakest precondition enforces a very strong notion of termination in the
context of concurrency: wp e [Φ ] says that e terminates for any scheduler. This means that
we inherently cannot verify blocking programs. For example, fork {while (! r = 0); } ; r ← 1
does not terminate if the scheduler only picks the forked-off thread. Program logics for total
correctness of concurrency thus integrate an assumption of fair scheduling [68, 48, 24, 75].

Despite these limitations, we should emphasize that our logic is at least as strong as
‘traditional’ separation logic for total correctness of sequential programs, e.g., CFML [14, 15,
16]. That means, we have all the proof rules of sequential separation logic, but additionally
support a limited form of ghost state, invariant assertions and concurrency. Additionally,
we obtain a smooth integration between partial and total correctness: we have wp e [Φ ] ⊢
wp e {Φ}, i.e., total correctness implies partial correctness. It is an open question how to
define an fully-fledged Iris-like logic for total correctness (see § 6).
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5 Prototype Command and Tactic in Rocq-Elpi

In this section we discuss our Rocq-Elpi prototype for transforming high-level Iris Inductive
specifications into an encoding using a least fixpoint. We show how to generate the pre-
fixpoint function and least fixpoint definition (§ 5.1), specify and prove monotonicity of
variadic (pre-fixpoint) functions (§ 5.2), port the IPM tactics to Rocq-Elpi as needed to
generate the constructors and induction principles (§ 5.3), and our iInduction tactic (§ 5.4).
We conclude with a short evaluation of our implementation (§ 5.5).

5.1 Generating the Fixpoint
Inductive specifications are at the core of Rocq, and their user-facing syntax is well known
among all Rocq users. As shown in § 3, our Iris Inductive command takes advantage of
that very same syntax, allowing the user to declare inductive predicates in separation logic
similarly to native inductive predicates in Rocq. The keyword Iris is the invocation of the
Rocq-Elpi command, while its argument spans from the Inductive keyword to the end of the
text. Taken alone, the argument of Iris is a syntactically valid inductive specification, but it
would be immediately rejected by Rocq because the types of the constructors are expected
to be implications in the Rocq meta logic and not magic wands in Iris.

Rocq-Elpi commands can receive arguments as raw syntax trees, i.e., after Rocq has parsed
them, unfolded notations and performed lexical analysis to identify bound variables, and
resolved free variables to (existing) global identifiers. A Rocq-Elpi command can elaborate
these syntax trees into proper declarations and submit them to the Rocq type checker for
validation. For example, the inductive specification is_list_with_tl from § 3 is transformed
into the following pre-fixpoint function:

Definition is_list_with_tl_pre (tl : loc) := (* parameters *)
λ (rec : loc → list val → iProp), (* fixpoint *)

λ (l : loc) (vs : list val), (* fixpoint arguments *)
tl 7→ NIL ∗ ⌜vs = []⌝ ∗ ⌜l = tl⌝ (* nil *)

∨ (∃ (v : val) (vs' : list val) (l' : loc), (* cons *)
l 7→ CONS (v, #l') ∗ rec l' vs ∗ ⌜vs = v :: vs'⌝)

∨ ∃ (l' : loc), l 7→ DEL #l' ∗ rec l' vs. (* del *)

This definition closely follows the definition of FisListWithTl in § 3, but is in curried form. Note
that the parameter tl appears before the rec argument, similar to FisListWithTl.

This definition is generated by applying a number of transformation steps. 1. In each
inductive constructor type we replace the top-level wands with separating conjunctions, and
we transform the binders of the constructors into existential quantifiers in Iris. 2. We combine
all constructors with disjunctions. 3. We wrap the entire disjunction into a function that takes
the parameters (tl), the recursive argument (rec) and the indices (l and vs). 4. We replace all
recursive occurrences of is_list_with_tl with rec. 5. We turn the right-most use of rec into
a series of equalities on its argument. Note that the transformations do not necessarily create
sensible intermediary terms. Particularly, the meaning of the recursive occurrence in Steps 1–4
is context dependent. The right-most recursive occurrence is a placeholder for the equalities on
the variables, which are only generated in Step 5. In that step, we take good care to minimize
the number of existential quantifiers and equalities by substituting trivial equalities instead of
adding them. Consider the constructor is_list_with_tl_del, for which we would naively gen-
erate ∃ vs' l'' l', l'' 7→ DEL #l' ∗ rec l' vs' ∗ ⌜ l = l'' ⌝ ∗ ⌜ vs = vs' ⌝. In Step 5
we do not add the quantifiers l'' and vs', and substitute the trivial equalities.

ITP 2025



27:12 Inductive Predicates via Least Fixpoints in Higher-Order Separation Logic

The implementation of these elaboration steps takes great advantage of Elpi’s automatic
handling of binders using HOAS [57] and the natural support for open recursion provided by
its rule-based nature. In particular term replacement, as in Step 5, can be easily implemented
atop of a pre-defined (deep) copy function by adding, at run-time, ad-hoc rules for the terms
to be replaced. For example, to turn UglyTerm into NiceTerm by replacing all occurrences of
l'' with l, one can just write “copy {{ l'' }} {{ l }} => copy UglyTerm NiceTerm”. Last,
Rocq-Elpi allows us to generate incomplete syntax trees, i.e., containing Rocq’s placeholders
for implicit arguments, as long as the missing information can be reconstructed by the Rocq
elaborator, which we call at judicious moments.

The next step is to define the inductive predicate by constructing the least fixpoint of
the pre-fixpoint function. In § 2 we used the least fixpoint operator µF , which takes a unary
pre-fixpoint function F : (A→ iProp)→ (A→ iProp). To avoid (un)currying, we generate a
specialized version for the given arity in our Rocq-Elpi implementation. For instance:

Definition is_list_with_tl (tl l : loc) (vs : list val) :=
∀ Φ : loc → list val → iProp,

□ (∀ l' vs', is_list_with_tl_pre tl Φ l' vs' -∗ Φ l' vs') -∗ Φ l vs.

The generated definition closely follows the unary version in § 2, but expands the predicate Φ
to the given arity. Generalizing specialized versions has another benefit. For technical reasons
due to step-indexing, Iris requires higher-order predicates, i.e., predicates with predicates as
their arguments (such as our total weakest precondition), to be morphisms in the category
of OFEs [37, §4.2], denoted -n> in Rocq. Our prototype recognizes these morphisms, e.g.,

Iris Inductive twp : expr → (val -d> iProp Σ) -n> iProp Σ := ..

Here, it generates a fixpoint definition in which the quantified predicate is also a morphism:

Definition twp (e : expr) (Ψ : val → iProp Σ) : iProp Σ :=
∀ Φ : expr → (val -d> iProp Σ) -n> iProp Σ,

□ (∀ e' Ψ', twp_pre Φ e' Ψ' -∗ Φ e' Ψ') -∗ Φ e Ψ.

5.2 Variadic Monotonicity
The fixpoint µF only satisfies the desired properties (fixpoint equations and iteration/in-
duction) if the pre-fixpoint function F is monotone. To express that a variadic (uncurried)
pre-fixpoint function is monotone, and to enable a goal-directed proof search, we develop a
variadic notion of monotonicity by porting the notion of signatures from Rocq’s generalized
rewriting framework [63] to separation logic. To each function f : A we assign a signature
SA : A→ A→ iProp (using iProp instead of Prop compared to Rocq’s generalized rewriting).
A function f is monotone iff SA f f , i.e., if f is a proper element of SA, denoted Proper SA f .
The signature SA of f : A is defined using combinators that follow the structure of A:2

SA =⇒ SB ≜ λf g : A→ B. ∀x, y. SA x y −∗ SB (f x) (g y) (=)A ≜ λx y : A. x = y

□SA ≜ λx y : A. □ (SA x y) flip SA ≜ λx y : A. SA y x

(−∗) ≜ λP Q : iProp. P −∗ Q

Some example signatures for the separation logic connectives are as follows:

2 Rocq’s generalized rewriting framework and our actual Rocq implementation feature the signature
pointwiseA SB ≜ λf g : A → B. ∀x. SB (f x) (g x), which is logically equivalent to (=)A =⇒ SB , and is
often used to obtain simpler proofs.
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Type Signature
∗ iProp → iProp → iProp (−∗) =⇒ (−∗) =⇒ (−∗)
−∗ iProp → iProp → iProp flip (−∗) =⇒ (−∗) =⇒ (−∗)
□ iProp → iProp □ (−∗) =⇒ (−∗)
∃ (A → iProp) → iProp

(
(=)A =⇒ (−∗)

)
=⇒ (−∗)

We use flip to express that −∗ is antitone in its first argument. To understand the signature
of the existential, it is useful to expand the combinators, then we see that ∃ is a proper
element iff ∀Φ Ψ. (∀x y. x = y −∗ Φx −∗ Ψ y) −∗ (∃x. Φx) −∗ (∃x. Ψx). A variadic pre-
fixpoint function of type (A1 → · · · → An → iProp)→ A1 → · · · → An → iProp has signature:
□

(
(=)A1 =⇒ · · · =⇒ (=)An =⇒ (−∗)

)
=⇒ (=)A1 =⇒ · · · =⇒ (=)An =⇒ (−∗). Similar

to Rocq’s generalized rewriting framework, we use type classes [64] to register proper elements,
which makes it possible for users to add custom monotonicity rules.3

Once we have assigned a signature SA to a pre-fixpoint function f : A we should construct
a proof of Proper SA f . We construct this proof in a goal-directed fashion by traversing the
syntax tree of f . For each node g : B in the syntax tree of f , we identify the appropriate
signature SB and apply the proof of Proper SB g. Suppose we have to solve □ (· · · ) ⊢
(· · · ∗ · · · ) −∗ (· · · ∗ · · · ). We use type classes to search for a signature whose rightmost symbol
is −∗, and which has ∗ as its proper element, and find Proper ((−∗) =⇒ (−∗) =⇒ (−∗)) (∗).

The strategy of the proof search consists of two steps: normalization and application. We
start with normalization, which introduces universal quantifiers, magic wands and modalities.
We then perform an application, which tries in given order: 1. If the left- and right-hand side
of the top-level relation are equal, we are done. 2. If the goal follows from a hypothesis (in
the IPM context), we are done. 3. Otherwise, search for an applicable signature and proper
proof and apply it. Perform normalization and continue until all subgoals are closed.

5.3 Reimplementing IPM tactics in Rocq-Elpi
The monotonicity properties, as well as the constructors and induction principles, are lemmas
in separation logic (iProp) instead of lemmas in the Rocq meta logic (Prop). The (automatic)
construction of proofs in separation logic is much harder than its counterpart in plain Rocq.
For example, proving an implication ϕ⇒ ψ with ϕ, ψ : Prop is easy—we simply introduce ϕ
into the Rocq context and construct a proof of ψ. In Rocq-Elpi this means we generate the
proof term λi : ϕ. proof-of-ψ, where we construct proof-of-ψ with i : ϕ in its context.

Constructing a proof of P −∗ Q with P,Q : iProp is much more challenging. Since P is a
separation logic proposition, we cannot introduce it into the Rocq context, and likewise a
λ is not a proof term of P −∗ Q. Instead we need to use the proof rules of separation logic
from Figure 1, such as −∗-intro. Using these proof rules directly is tedious as we have to
manipulate an entailment P ⊢ Q where the context P has an arbitrary structure.

To make it feasible to construct proofs in separation logic, the Iris Proof Mode (IPM)
represents a separation logic goal as a structured judgment Π; Σ ⊩ Q ≜ □(

∧
Π)∧ (∗Σ) ⊢ Q,

where Π is the persistent context and Σ is the spatial context. Contexts are association lists,
mapping hypothesis names to separation logic propositions. IPM provides notations so that
separation logic goals are rendered in a human-readable way, and provides i-variants of most
Rocq tactics, e.g., iIntros, iDestruct and iExists. At their core, these tactics are derived
rules for the ⊩ judgment, represented as lemmas in Rocq. For instance, for iIntros we have:

3 We use type classes instead of an Elpi database because they allow users to define the property and hint
using a single Instance command. There is ongoing work to unify type classes and Elpi databases [26].
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Π; Σ, (i : P ) ⊩ Q i /∈ Π; Σ
Π; Σ ⊩ (P −∗ Q)

Lemma tac_wand_intro ∆ i P Q R :
FromWand R P Q → (* means R ⊢ P -∗ Q *)
match envs_app false (Esnoc Enil i P) ∆ with
| None => False
| Some ∆' => envs_entails ∆' Q
end →
envs_entails ∆ R.

We let ∆ = Π; Σ in the lemma. The lemma is derived from −∗-intro and rules to reassociate
∧, ∗, and □. The IPM tactic iIntros is an Ltac1 wrapper that applies tac_wand_intro and
performs some processing to reduce the goal and generate error messages. (Similar to Rocq’s
intros, the full iIntros and our Rocq-Elpi port support an introduction pattern instead of a
single identifier as its argument. We omit details about introduction patterns.)

(Interactive) proofs in IPM are constructed by chaining tactics written in Ltac1, but
this works poorly when generating IPM proofs using Rocq-Elpi because the Ltac1 bridge is
brittle.4 Instead, we reimplement the Ltac wrappers of many IPM tactics in Rocq-Elpi to
enable convenient chaining of IPM tactics in Rocq-Elpi functions.

To enable the incremental construction of proofs, Rocq terms contain typed holes that
represent the open goals. A tactic makes progress by refining a hole in a term, and when
it generates new holes, these correspond to new subgoals. Holes are a primitive notion in
Rocq-Elpi. The Rocq-Elpi runtime manages their eventual assignment and compatibility with
the hole type, and thus relieves the tactic programmer of this burden. Moreover, Rocq-Elpi
provides quotations and anti-quotations to build terms using Rocq’s syntax: A Rocq term is
enclosed in double curly braces, while lp: allows escaping back to Elpi.

The Elpi type igoal of Iris goals bundles a goal envs_entails ∆ R with a proof term. Rocq-
Elpi tactics are (logic programming) rules that take an Iris goal (whose proof term is a hole) as
input, and produce new Iris subgoal(s) as output. The tactic eiIntro-ident ID GOAL SUBGOAL
for wand introduction takes a GOAL of type envs_entails ∆ (P -∗ Q), and generates a SUBGOAL
of type envs_entails ∆' Q, where P has been inserted with name ID in ∆':

pred eiIntro-ident i:ident, i:igoal, o:igoal. % takes an id and a goal to a subgoal
eiIntro-ident ID GOAL (igoal IType IProof) :-

ident->term ID T, % data conversion
(@no-tc! ==> % refine H disabling TC resolution

refine-igoal-with {{ tac_wand_intro _ lp:T _ _ _ lp:FromWand lp:IProof }} GOAL),
tc-solve-term FromWand, !, % run TC resolution on FromWand
coq.typecheck IProof IType' ok, % inspect subgoal
pm-reduce IType' IType, % normalize subgoal
std.assert! (not (IType = {{ False }})) "eiIntro: not fresh".

We convert the Elpi representation of the name ID into a Rocq representation. We then
use the helper refine-igoal-with to refine the Iris goal GOAL with the lemma tac_wand_intro.
(We disable the implicit type class resolution performed by unification through @no-tc! ==>,
so we can control how FromWand is resolved ourselves.) We use the helper pm-reduce to reduce
functions that manipulate IPM contexts such as envs_app. Finally, we use std.assert! to
test that the new subgoal is not False (which happens if the name ID is not fresh).

With the reimplemention of IPM tactics at hand, the generation of a proof (e.g., of the
monotonicity property, constructors, or induction principle) boils down to chaining these

4 Since Ltac tactics can change the Rocq context arbitrarily, this makes interfacing inherently hard. After
execution of an Ltac1 tactic, the current Ltac1 bridge assumes the worst case and adds the entire Ltac
context to the Elpi context. This makes chaining tactics inefficient and inconvenient.
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tactics. Compared to Ltac, we explicitly pass around the goals and subgoals as arguments,
instead of making use of tacticals to compose tactics.

5.4 The iInduction Tactic
Rocq’s induction tactic receives a term (of an inductive type in Rocq), finds the corresponding
induction principle and applies it. Our prototype iInduction tactic performs the same job
for inductive predicates defined using Iris Inductive. To find the induction principle, we let
the Iris Inductive command store information in an Elpi database, which can be queried
by the iInduction tactic. An Elpi database is a collection of rules (in the logic programming
sense) that can be programmatically extended or queried. Our database is declared as:
Elpi Db induction.db lp:{{

pred inductive-ind o:gref, o:gref.
(* more predicate signatures *)

}}.

The omitted predicates store additional information, such as the number of parameters and
constructors. A rule inductive-ind I P associates the induction principle P (of the Elpi type
gref representing global Rocq names) to the inductive predicate I. For example, by invoking
the command Iris Inductive is_list_with_tl ... (§ 3), the following entry is added to the
database (omitting fully qualified names):
inductive-ind (const "is_list_with_tl") (const "is_list_with_tl_ind").

The iInduction tactic applies the induction principle with the correct parameters. This
information is obtained by querying the database. Subsequently, iInduction introduces
the separating conjunctions/modalities/quantifiers to generate separate subgoals for each
inductive case. This step uses a database query to obtain the number of constructors.

5.5 Evaluation
The total size of our Iris Inductive command and iInduction tactic consists of 345 lines of
code (LOC) in Rocq and 1761 LOC in Elpi. Detailed line counts are as follows:

Category LOC Rocq LOC Elpi
Library with Elpi utilities 0 100
Generation of pre-fixpoint function and fixpoint definition (§ 5.1) 24 243
Reimplementation of IPM tactics (§ 5.3) 154 874
Signatures and Proper search (§ 5.2) 134 86
Generation of constructors and induction principles (§ 5.3) 0 411
iInduction tactic (§ 5.4) 33 47

We have not reimplemented all IPM tactics, only the relevant parts of the tactics needed to
implement our command and tactic, e.g., iIntros, iModIntro, iClear, iPoseProof, iDestruct,
iSpecialize and iApply. Our reimplementation works for any Modal BI (MoBI) instead of
just the Iris base logic, and supports Iris’s introduction patterns, for which we reimplemented
the parser and evaluator. (Since our reimplementation of IPM is partial, it is impossible to
provide a meaningful comparison of the LOC between the Elpi and Ltac versions.)

To evaluate our prototype we reimplemented the total weakest precondition (originally
defined through a manual least fixpoint encoding by the first author in 2017 [42]) using our
Iris Inductive command. We used the constructors and iInduction tactic to derive the
proof rules. Since the signature of the total weakest precondition and its proof rules are not
changed, no changes are needed for Iris users who already use the total weakest precondition.
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6 Related Work

The representation of (co)inductive data types and predicates received plenty of attention in
the literature. The history is too rich to survey, but we see there are roughly two approaches:
add (co)inductives as a primitive construct (as done in Rocq [22]) or encode them (as done in
the HOL family [49, 31, 56, 33, 9, 76]). In this paper we use an encoding, but there are some
key differences to prior work. First, we work in an embedded logic, instead of the native logic
of the proof assistant. We thus cannot use the native tactics for introduction and elimination
of the logical connectives and have to manage the proof context ourselves (with help of the
Iris Proof Mode [45]). Second, we work in separation logic, which is a substructural logic
with restrictions on the number of times each hypothesis can be used. We are not aware
of a prior implementation of inductive types or predicates in a proof assistant based on
substructural logic. Third, we only focus on predicates, not data types, so there is no notion
of computation. For data types we rely on the machinery provided by Rocq.

The steps performed by our Iris Inductive command have some similarity with those per-
formed by the automation of Harrison [33] for HOL. Particularly, Harrison already emphasizes
the importance of a variadic notion of monotonicity, and allows users to add monotonicity
rules. We achieve these goals through signatures [63] and Rocq’s type classes [64].

In early versions of Rocq (v4.10) based on the Calculus of Constructions (CoC) [21],
inductive types (and predicates) were represented using a second-order encoding [58]. Follow-
ing the work on the Calculus of Inductive Constructions (CIC) [22, 55], inductive types were
added as a primitive to remedy the lack of dependent induction principles and discrimination
of constructors (e.g., 0 ̸= 1 not being provable). Since we only consider inductive predicates
and iProp is irrelevant, these issues of the second-order encoding are not applicable to us.
Compared to native inductive predicates in Rocq, we use a semantic condition (extensible
through Proper instances) instead of a syntactic check. We require mere positivity instead of
strict positivity (but are not aware of real-life uses cases of the former).

As discussed throughout this paper, there are multiple ways of defining (co)inductive
predicates in separation logic, which all have different conditions and thus support different
classes of predicates. With structural recursion, the size of the recursive argument should be
decreasing. With Banach’s fixpoint, recursive occurrences should be below a later modality
(i.e., the pre-fixpoint function should be contractive). With least/greatest fixpoints, recursive
occurrences should be positive (i.e., the pre-fixpoint function should be monotone). Yet
another approach has been used in the literature: if the type of separation logic propositions
is ‘simple enough’, one can use the native Inductive command of the proof assistant. For
instance, when using simple heap predicates, i.e., heapProp := heap → Prop, Rocq accepts the
definition Inductive is_list : loc → list val → heapProp because it unfolds heapProp and
simply considers the predicate to have the heap as an additional index (formally, heapProp
is an arity of sort Prop [72]). Up to our knowledge, this technique dates back to Appel [3]
in 2006, who used it to define the list predicate. More recently, this technique has been
used to define typing rules internally in separation logic, using Agda [60] and Rocq [34].
Without automation like our Iris Inductive command, this technique avoids a tedious
manual encoding. However, it is not applicable to Iris, whose type of propositions iProp is a
Σ-type that bundles a predicate with some properties (and is thus not an arity of sort Prop).

Other separation logics for total correctness have been developed. CFML [14, 15, 16]
(in Rocq) uses standard heap predicates and defines Hoare triples/weakest preconditions in
terms of a big-step operational semantics. Due to the use of a big-step operational semantics,
non-determinism is not supported, but this is remedied by later work on Omnisemantics [17].
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Compared to CFML, our logic for total correctness is defined in Iris, and therefore inherits a
limited form of the Iris mechanisms for ghost state, invariant assertions and concurrency.

It is an open question how to define a fully-fledged Iris-like logic for total correctness.
Time credits [6] (mechanized and extended by Mevel et al. [50] in Iris) provide a mechanism
to prove bounded termination using separation logic. The logic is extended with a resource
$n, which gives the permission to perform n computation steps. The Hoare triple {$n} e {Φ}
means that e terminates in at most n steps. Compared to our total weakest preconditions,
time credits require program specifications to mention explicit step counts. This makes it
possible to establish (amortized) complexity bounds [18]. Spies et al. [65] observe that the
explicit counting of steps limits compositionality of termination proofs, and thus generalize
time credits $n from n being a natural number to an ordinal number. The trade-offs between
transfinite time credits and our weakest preconditions remain to be investigated. We use
vanilla Iris, whereas Spies et al. use Transfinite Iris, a variant of Iris with transfinite/ordinal
step-indexing that violates some of Iris’s commuting rules for the later modality [65, §7].

One can also prove termination using separation logic by showing a refinement with a
source program [68, 28] or a labeled transition system (LTS) [75], and then use another
method to prove termination of the source program/LTS. Finally, there exist specialized
logics for proving termination of blocking concurrent programs (i.e., with busy loops) [48, 24].
These logics are however first-order and are not mechanized in a proof assistant.

Rocq-Elpi [69, 71] has been used to implement commands similar to our Iris Inductive
command. Hierarchy Builder [20] takes advantage of raw syntax trees to use the familiar
Record syntax to describe algebraic interfaces. The derive code synthesis framework [70, 30]
can automatically prove monotonicity properties for containers specifications akin to our
pre-fixpoint functions, but does so in an ad-hoc way rather than by composing proofs using
signatures. The Algebra Tactics framework [61] provides ring, field, lra, nra and psatz
tactics for the Mathematical Components library, via a sophisticated term pre-processing.
None of the aforementioned frameworks stress the Rocq-Elpi tactic API or the Ltac1 bridge,
since they provide leaf tactics (that close the goal), whereas our IPM tactics generate subgoals.

7 Conclusions and Future Work

We showed that inductive predicates, encoded internally using a least fixpoint in higher-order
separation logic, are useful assets for program verification. Our prototype Iris Inductive
command provides a first step towards making this encoding practical, but future work
remains to be done. We could add Iris CoInductive (greatest fixpoint), for which we can
reuse the generation of the pre-fixpoint function and monotonicy proofs, but have to write a
dual version of the generation of the variadic fixpoint and coinduction principle. Low-hanging
fruit includes support for improved error messages and better automation for monotonicity
proofs (e.g., to declare nested inductive predicates without manual Proper instances).

More fundamentally, one should investigate what is the best way to provide both Ltac1
and Rocq-Elpi interfaces for tactics (such as IPM). While Ltac1 is considered legacy by the
Rocq developers (no improvements, but also no breaking changes), IPM cannot drop Ltac1
support as it remains the primary language for end-users to write Rocq proofs interactively
(i.e., the commands between Proof and Qed). One could improve the bridge for calling Ltac1
from Elpi, or rewrite IPM in Elpi and provide Ltac1 wrappers. We hope our work constitutes
a valuable case study for the Rocq-Elpi and IPM teams to investigate these options.
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