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Read-Copy-Update (RCU) is a critical synchronization mechanism for concurrent data structures, enabling

efficient deferred memory reclamation. However, implementing and using RCU correctly is challenging due

to its inherent concurrency complexities. While previous work verified RCU, they either relied on unrealistic

assumptions of sequentially consistent (SC) memory model or lacked three key features of general-purpose

RCU libraries: modular specification, switchable critical sections, and concurrent writer support.

We present the first formal verification of a general-purpose RCU in realistic relaxed memory consistency
(RMC), addressing the challenges posed by these features. To achieve modular specification that encompasses

relaxed behaviors, we extend existing SC specifications to account for explicit synchronization. To support

switchable critical sections, which require read-after-write (RAW) synchronization, we introduce a reasoning

principle for RAW-synchronizing SC fences. Using this principle, we also present the first formal verification

of Peterson’s mutex in RMC. To support concurrent writers performing partially ordered writes, we avoid

assuming a total order of links and instead formulate invariants based on per-node incoming link histories.

Our proofs are mechanized in the iRC11 relaxed memory separation logic, built upon Iris, in Rocq.
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1 Introduction
Concurrent programming is challenging due to the non-deterministic interleaving of instructions

across threads and the asynchronous communication ofmemorywrites. This difficulty is particularly

pronounced when reclaiming memory that is no longer in use, as it requires careful reasoning

about the accessibility of memory blocks to ensure that all accesses to a block strictly happen

before its reclamation. To simplify this, concurrent reclamation algorithms such as Read-Copy-Update
(RCU) [32, 33] and Hazard Pointers (HP) [38] have been proposed.
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Essentially, these reclamation algorithms reduce the complexity of reasoning about concurrent

reclamation to that of reasoning about reachability. Concurrent data structures can simply retire
memory blocks that are unreachable from the data structure’s root and hand them over to the

reclamation algorithm. The algorithm then waits for concurrent threads to finish accessing the

retired blocks through their local pointers and then reclaims the blocks.
1

Verification of concurrent reclamation. Reclamation algorithms, however, are inherently com-

plex concurrent programs themselves and require careful reasoning to ensure correctness. Conse-

quently, several prior works have focused on verifying these algorithms.

Jung et al. [20] formally verified RCU and HP against modular specifications with the Iris

separation logic framework [22, 24, 29] in the Rocq Prover. However, their verification relies on the

strongly synchronized sequential consistency (SC) memory model, which unrealistically assumes

synchronous communication of memory writes. All threads observe writes in the order they are

issued in SC, significantly simplifying reasoning about concurrent programs.

Alglave et al. [2] verified an RCU implementation against an axiomatic specification in a more

realistic relaxed memory consistency (RMC) model. RMC permits out-of-order observations of writes

due to asynchronous communication. However, their verification was conducted directly at the

memory model and lacks reasoning principles for concurrent data structures using RCU, limiting

application to small test programs.

Tassarotti et al. [46] verified a single-writer linked list using RCU in a separation logic for RMC.

However, their verification does not support three important features of general-purpose RCU

libraries [10]: (1) Modular specification: RCU and client data structures should be specified and

verified independently; (2) Switchable critical sections: threads can dynamically enter and exit

participation in RCU; and (3) Concurrent writers: multiple threads can concurrently write to data

structures protected by RCU.

We present the first formal verification of a general-purpose RCU implementation
supporting these three features in RMC. To demonstrate its generality, we use this verified RCU

to conduct the first formal verification of Michael and Scott [39]’s lock-free queue and Harris [18]’s

lock-free linked list and its variants [19, 37] with reclamation in RMC. Additionally, we present

the first formal verification in RMC of Peterson [43]’s mutex based on read-after-write (RAW)

synchronization, a key mechanism for switchable critical sections in RCU. Our proofs, available as

supplementary material [21], are mechanized in the iRC11 relaxed memory separation logic [8],

built upon the Iris framework [22, 24, 29], in the Rocq Prover. This endeavor reveals the significant

challenges RMC poses to the verification of these three features, which we address as follows.

Modular specification (§3). Jung et al. verified an RCU implementation against a modular specifi-

cation in separation logic, but in SC. Tassarotti et al. verified a data structure using RCU in RMC,

but their verification is monolithic and not readily applicable to other data structures. We bridge

this gap by adapting Jung et al.’s specifications to RMC. Remarkably, only minor modifications to

the original specification are needed to accommodate the relaxed behaviors permitted in RMC.

Following Jung et al., our specifications consist of a low-level base specification and a high-

level traversal specification. The base specification formalizes the core guarantee of RCU: an

object accessed in a critical section is protected from reclamation if it has not been retired before

the critical section begins. Building upon this, the traversal specification encapsulates common

1Automatic garbage collection algorithms, based on tracing or reference counting, aim to completely address the complexity

of reclamation at the cost of time and space overheads, which can be undesirable in performance-critical systems. This

work focuses on lightweight manual reclamation algorithms.
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reasoning patterns for traversal, where a critical section ensures safe accesses to objects reachable

by traversing a shared data structure.

The key additions to the original SC specifications lies in handling the protection of stale pointer
values made observable due to relaxed memory behaviors. In the base specification, we introduce

a low-level mechanism to transfer observations about the detachment of retired nodes, thereby

modeling the guarantee that an RCU critical section prevents reading excessively stale pointers

that are not protected. In the traversal specification, this mechanism is abstracted into a link view
associated with each critical section. These changes enable our specifications to remain modular

and reusable while accounting for the complexities of RMC.

Switchable critical sections (§4). Dynamically entering and exiting RCU critical sections requires

mutual exclusion with threads reclaiming retired nodes, to prevent a retired node from being both

reachable and reclaimed simultaneously. For mutual exclusion, as proven by Attiya et al. [3], either

atomic write-after-read (AWAR) or read-after-write (RAW) synchronization is necessary. RCU

implementations typically employ RAW synchronization to reduce contention. This involves a

thread writing to a shared location to signal its intent, followed by reading another location to

observe other thread’s state.

While prior work verified algorithms based on RAW synchronization in SC [20], reasoning about

it in RMC is challenging as it requires global reasoning over the totally ordered history of SC fences,
which enforce RAW ordering. Prior verification efforts have often circumvented this complexity.

For instance, Dalvandi et al. [6] verified a variant of Peterson [43]’s mutex, but simplified to use

AWAR synchronization; and Tassarotti et al. [46] verified a variant of RCU in which every thread is

always in a critical section. To ensure progress of reclamation under this constraint, this algorithm

requires each thread to periodically declare that it holds no local pointers shared objects.

We introduce two proof rules for RAW-synchronizing SC fences in RMC. The first rule captures

the low-level semantics, enforcing the ordering of memory operations around the fences. Built on

top of it, the second rule captures the high-level property of a totally ordered history of thread

observations through SC fences. We demonstrate the effectiveness of our proof rules through a

case study of Peterson’s mutex and epoch-based RCU supporting switchable critical sections.

Concurrent writers (§5). Existing verification for traversal-based data structures protected by

RCU unrealistically assume a total order of writes, by assuming SC [20] or a single writer [46].

However, this simplification does not hold in general under RMC for fine-grained concurrent data

structures such as lock-free lists [18, 37].

We generalize the existing RCU traversal verification to handle partially ordered writes, thereby

supporting concurrent writers in RMC. The key idea is to formulate invariants on the data structure’s

history based on the incoming edges of each node, rather than relying on a global total ordering of

all writes. This can express the key property of RCU traversal even in RMC: a node can be removed

only if it has become unreachable and remains unreachable. Furthermore, this approach yields

simpler proof than existing verification because it locally asserts the necessary properties instead

of deriving them from the global history of all writes.

Outline. In §2, we review the necessary background. In §3, §4, and §5, we elaborate on our main

contributions discussed above. In §6, we conclude with a discussion on related and future work.

2 Background
2.1 General-Purpose RCU
We first overview the interface and an implementation of RCU under SC memory model.
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Algorithm 1 Treiber’s lock-free stack with RCU

1: struct Node<T>
2: data: T
3: next: Node<T>*
4: struct Stack<T>
5: head: Atomic<Node<T>*>
6: function push(s, val)
7: let n := new Node {data = val; next = null}
8: loop
9: let h := s.head.load(rlx); (*n).next := h
10: if s.head.cas(h, n, rel) then return

11: function pop(s)
12: rcu_lock(tid)
13: loop
14: let h := s.head.load(acq)
15: if h == null then
16: rcu_unlock(tid); return None
17: let data := (*h).data; let n := (*h).next
18: if s.head.cas(h, n, rlx) then
19: retire(h); rcu_unlock(tid)
20: return Some(data)

EPOCH(0) EPOCH(1) EPOCH(2) EPOCH(3) EPOCH(4)

retire(ℓ) @ 0

can access ℓ @ 1

can’t access ℓ @ 2

can free(ℓ) @ 3

Fig. 1. Illustration of the epoch invariant

Algorithm 2 An epoch-based RCU algorithm

1: global variables
2: EPOCH: Atomic<Epoch>
3: RETIRED: ConcurrentStack<(void*, Epoch)>
4: LOCALS: [Atomic<Epoch>]
5: function rcu_lock(tid)
6: var e := EPOCH.load(rlx)
7: loop
8: LOCALS[tid].store(e, rlx)
9: fence(sc)
10: var e′ := EPOCH.load(rlx)
11: if e == e′ then return
12: else e := e′

13: function rcu_unlock(tid)
14: LOCALS[tid].store(-1, rel)
15: function retire(tid, ptr)
16: RETIRED.push((ptr, LOCALS.load(rlx)))
17: if (some condition) then do_reclamation()

18: // Internal functions
19: function do_reclamation()
20: let ge := try_advance()
21: for (r, e) ∈ RETIRED.pop_all() do
22: if ge < e + 3 then
23: RETIRED.push((r, e))
24: else
25: free(r)
26: function try_advance()
27: let ge := EPOCH.load(rlx)
28: fence(sc)
29: for local_epoch ∈ LOCALS do
30: let e := local_epoch.load(acq)
31: if e ≥ 0 && e ≠ ge then
32: return ge
33: EPOCH.cas(ge, ge+1, rel)
34: return ge+1

Interface and usage. Algorithm 1 shows Treiber [48]’s lock-free stack algorithm protected

with RCU. We first explain the code without RCU and then the shaded parts describing how

RCU is integrated. Treiber’s stack is a singly linked list with push and pop operations. Each node

consists of data and the pointer to the next node. To pop a node, a thread first loads the stack’s head

from its atomic location, which allows concurrent access (line 14). (See §2.2 for access modes such as

rlx, rel, and acq.) If the stack is empty, the operation returns None (line 16). Otherwise, the thread
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obtains the data and attempts to move the head pointer to the next node using a compare-and-swap

(CAS) operation (line 18). If successful, it returns Some(data) (line 20).
When using RCU for memory reclamation, each access to shared memory must occur within a

critical section, denoting a region where the memory is protected by RCU and will not be reclaimed.

Specifically, all memory blocks reachable by traversing the data structure remain protected until

the end of the critical section. In Algorithm 1, a thread first calls rcu_lock() to indicate that it is

entering a critical section (line 12). After detaching h from the stack, the thread calls retire(h) to
schedule its reclamation (line 19). Finally, when finished accessing shared memory, the thread calls

rcu_unlock() to signal that it is leaving the critical section (line 16 and line 19).

Epoch-based algorithm. Algorithm 2 presents a variant of epoch-based [4, 14] RCU algorithm

due to Parkinson et al. [42]. The algorithm maintains a global EPOCH, which represents the logical

time. When a thread enters a critical section, it is assigned the current EPOCH value. The EPOCH
value is occasionally incremented while maintaining the epoch invariant illustrated in Fig. 1: the

EPOCH increments to 𝑒 + 2 only after all the critical sections with epoch 𝑒 have ended. By this

invariant, a memory block ℓ made unreachable and retired at epoch 𝑒 cannot be accessed at epoch

𝑒 + 2, i.e., it becomes expired at epoch 𝑒 + 2. To reclaim ℓ safely, however, we should wait until 𝑒 + 3
(= (𝑒 + 1) + 2), because a thread in a critical section of epoch 𝑒 + 1 may still access ℓ .

The epoch invariant and the reclamation process are implemented as follows. In rcu_lock(), the
thread with ID tid first obtains a snapshot 𝑒 of the global EPOCH (line 6) and stores 𝑒 in its slot in

the LOCALS, the list of local epochs (epoch of critical section) of each thread (line 8). However, the

thread cannot enter the critical section yet because these two steps are not atomic and another

thread may update EPOCH to 𝑒 + 2 or higher in between, violating the epoch invariant. Therefore,

the thread must validate that EPOCH has not changed (line 11). If validation succeeds, the thread

enters the critical section; otherwise, it updates its local epoch with the newly observed EPOCH
(line 10) and retries. Conversely, in rcu_unlock(), a thread updates its local epoch with the sentinel

value −1 to indicate that it is leaving the critical section (line 14).

In retire(), a thread requests reclamation of the memory block ptr by pushing it to RETIRED,
the set of retired pointers annotated with the retiring thread’s epoch (line 16). This function also

occasionally calls do_reclamation() to reclaim retired pointers (line 17). The do_reclamation()
function first tries to advance the global EPOCH and receives the updated epoch value (line 20). It

then checks whether each retired memory block in RETIRED can be reclaimed according to the

epoch invariant (line 22). Unreclaimable blocks are pushed back to RETIRED (line 23).

The try_advance() function attempts to advance the global EPOCH by one and returns the

updated epoch. It first obtains a snapshot ge of EPOCH (line 27), and then checks whether any

thread has a local epoch less than ge, ignoring the sentinel value (line 31). If so, EPOCH should

not be incremented. Otherwise, it attempts to increment EPOCH by one using a CAS (line 33).

Regardless of the CAS’s result, it returns the updated epoch ge+1 (line 34).2

RAW synchronization. The correctness of switchable critical sections depends on the RAW

synchronization in rcu_lock(): a store of an epoch value 𝑒 to the local epoch slot (line 8), followed

by a load of the global epoch for validation (line 10). This ensures a form of mutual exclusion with

other threads that invoke try_advance() to advance EPOCH from 𝑒 + 1 to 𝑒 + 2 (where the value
of the variable e is 𝑒 + 1). Specifically, it guarantees one of the following: (1) The store of 𝑒 to the

local epoch slot in rcu_lock() (line 8) happens before the load of the local epochs in try_advance()
(line 30). This ensures that rcu_unlock() happens before the other thread loads the local epoch

and increment EPOCH to 𝑒 + 2. (2) The load of EPOCH in try_advance() (line 27) happens before

2
The global epoch cannot advance further to ge+2 or higher because the current thread’s local epoch is ge.
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the load of EPOCH in rcu_lock() (line 10). This causes rcu_lock() to read 𝑒 + 1 or higher and fail

validation. In either case, the global epoch cannot advance to 𝑒 + 2 while a thread is in epoch 𝑒 .

2.2 Semantics of RMC
We present the core concepts of the view-based operational semantics [8, 25, 26] for the RC11

memory model [30] for C/C++. For a comprehensive treatment, we refer readers to Dang [7].

A fundamental characteristic of RMC is that reads can observe old values rather than the most

recent one. This behavior necessitates a more complex memory representation than SC. Instead of

a map from locations to a single value, memory is represented as a finite map from locations to

sets of messages. Each message consists of a value and other data we introduce later. RMC does not

allow completely arbitrary access to old values, but enforces coherence: messages at each location

are totally ordered (“modification order”), and once a thread has observed a particular message at a

location, it cannot observe any earlier messages at that location. To establish this ordering, each

message carries a timestamp 𝑡 ∈ Time, and the full type of memory isMem ≜ Loc fin−⇀ Time fin−⇀ Msg.
For a message𝑚, we use𝑚.time to denote its timestamp. Each thread tracks its local observations

through a thread view 𝑉 ∈ View ≜ Loc fin−⇀ Time. During a read from ℓ , a thread can observe any

message𝑚 fromM(ℓ) where𝑚.time ≥ 𝑉 (ℓ), and updates its view to incorporate𝑚.time. When

performing a write, the written message receives a fresh timestamp 𝑡 > 𝑉 (ℓ).
To transfer one thread’s observations to another, i.e., establish a happens-before relation, RMC

provides two synchronization mechanisms: release-acquire atomics and SC fences.3

Release-acquire atomics. For Treiber’s stack (Algorithm 1), a thread that pops a node must see

the observation that its data and next fields are initialized by the thread that pushed it (line 7

and line 9). This is achieved by the release-acquire synchronization: push uses rel mode for writes

(line 10), while pop uses acq mode for reads (line 14). These rel-acq pairs create a happens-before

relationships through message views. When a thread does a release write, it embeds its view into

the message view, and when it does an acquire read, it incorporates the message view into it’s

own view through a join operation: 𝑉1 ⊔𝑉2 ≜ ℓ ↦→ max(𝑉1 (ℓ),𝑉2 (ℓ)). A cas operation in acqrel
mode both acquires the view of the old message and releases the current thread’s view. Operations

executed in rlx (relaxed) mode do not interact with message views.

SC fences. For RAW synchronization between rcu_lock() and try_advance() in epoch-based RCU

(§2.1), both functions use SC fences (line 9 and line 28) to establish a happens-before relationship

through the global SC view. Specifically, an SC fence updates both the SC view and the executing

thread’s view to their join. Therefore, all SC fences are totally ordered by the happens-before

relation, according to their execution order. This ensures the informal reasoning based on the case

analysis of execution order remains valid for RMC. Without the SC fences, both the load of the

global epoch in rcu_lock() (line 10) and the load of a local epoch in try_advance() (line 30) may

read a stale value. This would allow a thread to enter critical section with an epoch 𝑒 when the

current global epoch is higher than 𝑒 + 1, violating the epoch invariant.

2.3 Separation Logic for RMC
We present the key aspects of the iRC11 separation logic [8], which builds on the Iris framework [22]

to reason about the RC11 memory model.

At the heart of iRC11 are view-dependent assertions of type vProp, which are interpreted in the

context of the asserting thread’s current view. For example, the seen-view assertion ⊒𝑉 states that

3
We do not consider the SC access mode in this work because its interaction with the other access modes introduces

substantial complexity [30]. We find that SC fences provide adequate support for typical RAW synchronization.
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the thread’s view is at least 𝑉 , where the partial order is defined as 𝑉1 ⊑ 𝑉2 ≜ ∀ℓ .𝑉1 (ℓ) ≤ 𝑉2 (ℓ).
The seen-view assertion is persistent, meaning it always holds once established and does not have

exclusive ownership. An important property of iRC11’s view-dependent propositions is that they

are view-monotone: if a proposition 𝑃 holds under view 𝑉1, and 𝑉1 ⊑ 𝑉2, then 𝑃 also holds under

the more up-to-date view 𝑉2.

To reason about Atomic locations, iRC11 provides the atomic points-to assertion ℓ ↦→at ℎ. This

assertion represents ownership of location ℓ along with its history ℎ ∈ Time fin−⇀ Msg. This is in
contrast to the points-to assertion of SC separation logics, ℓ ↦→ 𝑣 , which tracks only the latest value
𝑣 . Atomic points-to assertion is equipped with proof rules for reading and writing in various access

modes. For example, the following rule describes the behavior of an acquire-load (simplified):

{⊒𝑉 ∗ ℓ ↦→at ℎ} ℓ .load(acq) {𝑣 . ∃𝑚 ∈ ℎ. 𝑣 =𝑚.value ∗𝑉 (ℓ) ≤ 𝑚.time ∗ ⊒𝑚.view ∗ ℓ ↦→at ℎ}
The rule ensures that a thread’s read satisfies the coherence requirement: the chosen message𝑚’s

timestamp is no earlier than the thread’s current view on ℓ . Furthermore, the thread incorporates

the message’s view𝑚.view into its own view, as expressed by the ⊒𝑚.view assertion.

Invariants and the view-at modality. For SC, the standard method for reasoning about shared

state is invariants, denoted as 𝐼 , which states that the proposition 𝐼 always holds. A thread may

rely on and modify 𝐼 during atomic memory operations, provided it reestablishes 𝐼 afterward.

However, in RMC, not every proposition can be put inside an invariant as an assertion that

holds in one thread’s view may not necessarily hold in another thread’s view. For example, ⊒𝑉
does not hold. Thus, only objective assertions can be put inside invariants, meaning they must be

independent of the asserting thread’s view.

To sidestep the restriction on invariants for a non-objective proposition 𝑃 , one can make 𝑃

objective by asserting it at a fixed view 𝑉 using the view-at modality @𝑉 via VA-intro:

(VA-objective)

objective(@𝑉 𝑃)
(VA-intro)

𝑃 ⊢ ∃𝑉 . ⊒𝑉 ∗@𝑉 𝑃

(VA-elim)

⊒𝑉 ∗@𝑉 𝑃 ⊢ 𝑃
@𝑉 𝑃 asserts that 𝑃 holds at view 𝑉 , and by view-monotonicity, this implies that 𝑃 holds at any

view greater than 𝑉 . VA-elim formalizes the above intuition, which removes @𝑉 when combined

with a ⊒𝑉 . For example, a common invariant encountered when working with release-acquire

synchronization via a location ℓ is: ℓ ↦→at {𝑚} ∗@𝑚.view𝑃 .
4
The releasing thread applies VA-intro

and writes a message𝑚 whose view includes the view required for 𝑃 The reading thread does an

acquire load and applies VA-elim to access 𝑃 .

3 Specifications for RCU
We present two modular specifications for RCU: the low-level base specification (§3.1, Fig. 2) and

the high-level traversal specification (§3.2, Fig. 4). Our specifications build on Jung et al. [20]’s

specifications in SC with a few adaptations for relaxed behaviors in RMC.
5
The green shades and

strikeouts highlight the additions and removals for RMC, respectively.

3.1 Base Specification
The base specification aims to directly model the standard specification of RCU [34]: if the retirement

of an object does not happen before the start of the critical section, then the object is protected by

the critical section, i.e., its reclamation happens after the end of the critical section.

4
Actually, atomic points-to assertion should be wrapped in view-at modality as it is not objective. iRC11 provides accesses

rules for atomic points-to under view-at modality. However, we omit such details for brevity of presentation.

5
We adapted the presentation of Jung et al. [20]’s SC specifications to emphasize the similarities to our specifications in

RMC. Notably, we split theManaged predicate into RetirePerm and BlockInfo.
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Inactive(𝑡𝑖𝑑 : TId) : vProp Guard(𝑡𝑖𝑑 : TId, 𝑋 : Set(AId), 𝐺 : Loc fin−⇀ AId) : vProp

RcuState(𝑅 : Set(AId)) : vProp BlockRes ≜ (Loc × AId) → vProp

BlockInfo(ℓ : Loc, 𝑎 : AId, 𝑃 : BlockRes) : vProp RetirePerm(ℓ : Loc, 𝑎 : AId) : vProp

Retired(𝑎 : AId, 𝑄 : vProp) : vProp
(RcuState-objective)

objective(RcuState(𝑅))

(BlockInfo-persistent)

persistent(BlockInfo(ℓ, 𝑎, 𝑃))
(Retired-persistent)

persistent(Retired(𝑎,𝑄)))
(Retired-objective)

objective(Retired(𝑎,𝑄)))

(rcu-register)

{𝑃 (ℓ, _)} free(ℓ) {True}
RcuState(𝑅) ∗ (∀𝑎. 𝑎 ∉ 𝐴 ≡−∗ 𝑃 (ℓ, 𝑎))
≡−∗∃𝑎. 𝑎 ∉ 𝐴 ∗ RcuState(𝑅) ∗ BlockInfo(ℓ, 𝑎, 𝑃) ∗ RetirePerm(ℓ, 𝑎)

(rcu-retire)

⟨ RcuState(𝑅) ∗
RetirePerm(ℓ, 𝑎) ∗ 𝑄 ⟩ retire(ℓ) ⟨RcuState(𝑅 ∪ {𝑎}) ∗Retired(𝑎,𝑄) ⟩

(rcu-lock)

⟨RcuState(𝑅) ∗Inactive(𝑡𝑖𝑑) ⟩ rcu_lock(𝑡𝑖𝑑) ⟨∃𝑋 ⊆ 𝑅. RcuState(𝑅) ∗
Guard(𝑡𝑖𝑑, 𝑋, ∅) ⟩

(rcu-unlock)

{Guard(𝑡𝑖𝑑, _, _)} rcu_unlock(𝑡𝑖𝑑) {Inactive(𝑡𝑖𝑑)}

(Guard-protect)

𝑎 ∉ 𝑋

BlockInfo(ℓ, 𝑎, 𝑃) ⊢ Guard(𝑡𝑖𝑑, 𝑋,𝐺) ≡−∗ Guard(𝑡𝑖𝑑, 𝑋,𝐺 [ℓ ↦→𝑎])

(Guard-not-retired)

Guard(_, 𝑋, _) ∗ RetirePerm(ℓ, 𝑎) ⊢ 𝑎 ∉ 𝑋

(Guard-seen-retired)

𝑎 ∈ 𝑋
Guard(_, 𝑋, _) ∗ Retired(𝑎,𝑄) ⊢ 𝑄

(Guard-RetirePerm-agree)

𝐺 (ℓ) = 𝑎

Guard(_, _,𝐺) ∗ RetirePerm(ℓ, 𝑎′) ⊢ 𝑎 = 𝑎′

(Guard-acc)

{∃𝑉 .⊔𝑉 𝑃 (ℓ, 𝑎) ∗ 𝑃1} 𝑒 {𝑣 . ⊔𝑉 𝑃 (ℓ, 𝑎) ∗ 𝑃2} 𝐺 (ℓ) = 𝑎 atomic(𝑒)
BlockInfo(ℓ, 𝑎, 𝑃) ⊢ {Guard(𝑡𝑖𝑑, _,𝐺) ∗ 𝑃1} 𝑒 {𝑣 . Guard(𝑡𝑖𝑑, _,𝐺) ∗ 𝑃2}

Fig. 2. The base specification of RCU.
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Background: base specification in SC. We first focus on the unshaded parts of Fig. 2, which are

common to both SC and RMC. A memory block has two kinds of identifiers: a physical address
ℓ ∈ Loc and an allocation ID 𝑎 ∈ AId [46]. The physical address is the actual memory location of

the block, while the allocation ID is a logical identifier that is unique for each allocation. That is, a

same physical address can be reused for different allocations with distinct allocation IDs. When a

block ℓ is allocated, it should be first (logically) registered to RCU by the rcu-register rule, which

assigns a fresh ID 𝑎 (∉ 𝐴 for any set 𝐴 of allocated IDs). The rule then takes the block resource

𝑃 (ℓ, 𝑎), a customizable assertion that consists of the physical resources for the block (e.g., points-to
assertions) and additional ghost resource (if necessary) to describe the block’s properties. The

Hoare triple for free() in its assumption is explained below. The rule returns the block information
assertion BlockInfo(ℓ, 𝑎, 𝑃), which records the (persistent) fact that 𝑎 has physical address ℓ and is

governed by 𝑃 ; and the retire permission assertion RetirePerm(ℓ, 𝑎), which is a unique permission

consumed by retire() (rcu-retire), preventing double-retire.6 The RcuState predicate, usually in the

data structure’s invariant, tracks the set 𝑅 of allocations that has been retired so far.

The guard assertion, Guard(𝑡𝑖𝑑, 𝑋,𝐺), asserts that the thread with ID 𝑡𝑖𝑑 ∈ TId is in a critical

section. It is created upon entering a critical section (rcu-lock), replacing the Inactive(𝑡𝑖𝑑) assertion,
and destroyed upon exiting (rcu-unlock), restoring the Inactive(𝑡𝑖𝑑) assertion. When created, the

guard learns the set 𝑋 of expired allocation IDs (§2.1), the allocations that are retired sufficiently

long ago and thus are not protected by the critical section. While the exact contents of 𝑋 are

implementation-specific (see §2.1 for an example), 𝑋 must be a subset of the set 𝑅 of all allocations

retired before the critical section began. This subset relationship implies the standard RCU semantics:

if 𝑎’s retirement does not happen before the critical section starts, then 𝑎 ∉ 𝑅 and thus 𝑎 ∉ 𝑋 ,

meaning that 𝑎 is protected. This protection is provided by Guard-protect, which states that if

𝑎 ∉ 𝑋 , then 𝑎 can be added to the map 𝐺 of protected pointers. Once protected, Guard-acc allows

temporary access to the block’s resource. When a block has become inaccessible for all threads,

do_reclamation() can take the full control of the block resource. Specifically, it is used for free(),
which is why rcu-register requires the Hoare triple that takes the block resource as precondition.

The Guard-RetirePerm-agree rule guarantees that the allocation ID of a protected pointer remains

constant during a critical section as it prevents reclamation and reallocation. In other words, the

client does not suffer from the ABA problem, where different allocations could be mistaken for one

another due to reuse of the same physical address.

To establish that 𝑎 ∉ 𝑋 , Guard-not-retired says it suffices to show the block is not yet retired.

Consider the example of verifying Treiber’s stack (Algorithm 1), whose invariant is as follows:

Stack(𝑠) ≜ ∃𝐿 ∈ List(Loc × AId). 𝑠 ↦→ (match 𝐿 with [(ℓ, _); _] ⇒ ℓ | _⇒ null) ∗∗
(ℓ,𝑎) ∈𝐿

(BlockInfo(ℓ, 𝑎, StackBlock) ∗ RetirePerm(ℓ, 𝑎) ∗ . . .) ∗ . . .

StackBlock(ℓ, 𝑎) ≜ ∃𝑣, ℓ ′ . ℓ ↦→ {data = 𝑣, next = ℓ ′} ∗ . . .

This invariant asserts that the stack’s head points to the first node in the list (if any) and includes

RetirePerm for each block. This ensures that the pointer loaded at line 14 has the corresponding

RetirePerm. Thus, we can establish protection of h using Guard-not-retired and Guard-protect,

allowing us to read the node’s data (line 17) via StackBlock accessed through Guard-acc.

Adaptation for RMC. The above proof sketch of Treiber’s stack in SC is based on the assumption

that the pointers to the popped nodes are not readable from the stack’s head, which is directly

6 ⟨𝑃 ⟩ 𝑒 ⟨𝑄 ⟩ with angle brackets is a logically atomic Hoare triple, which asserts that 𝑒 behaves as if it is atomic, allowing it to

atomically access shared resources in invariants. We refer the readers to da Rocha Pinto et al. [5], Jung et al. [23] for details.
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32head 1

(ℓ1, 𝑎1) (ℓ2, 𝑎2) (ℓ3, 𝑎3)
4

(ℓ4, 𝑎4)

Fig. 3. Treiber’s stack in RMC. The nodes (ℓ4, 𝑎4), . . . , (ℓ1, 𝑎1) are pushed, and then (ℓ1, 𝑎1), . . . , (ℓ3, 𝑎3) are
popped. (ℓ2, 𝑎2) is retired (orange crossed out box), and (ℓ1, 𝑎1) is retired and reclaimed (red double-crossed
out box). The dashed arrows indicate the stale pointer values.

enforced by the SC points-to assertion that states the exact current value of the head. In RMC,

however, this assumption is too strong: a thread can read a stale pointer to a popped node and even

a retired node. Fig. 3 illustrates a scenario where the nodes (ℓ4, 𝑎4), . . . , (ℓ1, 𝑎1) have been pushed,

and the last three nodes are popped. (ℓ1, 𝑎1) is retired and then reclaimed, (ℓ2, 𝑎2) is retired but not

yet reclaimed, and (ℓ3, 𝑎3) is detached but not yet retired. At this point, the latest message in the

head is ℓ4, but the stale messages for ℓ1, . . . , ℓ3 still remain.

However, regardless of which pointer the thread reads, RCU ensures the safety of accessing the

pointed node. This is because, if the node is reclaimed (e.g., ℓ1), it must have been expired before

the critical section started, which is preceded by the node’s retirement, and in turn the node’s

detachment. Therefore, the thread must have observed the detachment and thus could not have

read the pointer to that node in the first place. In essence, RCU synchronization, together with the

user’s guarantee that they first make the node unreachable before retiring it, ensures that threads

in critical section only reads pointers to unexpired nodes (e.g., ℓ4, ℓ3, and possibly ℓ2).

While Guard-not-retired ensures that the unpopped node ℓ4 is unexpired and thus safe to access,

reasoning about the popped nodes ℓ1, ℓ2, and ℓ3 requires a more powerful rule that characterize the

expired pointer set more precisely without resorting to RetirePerm. To address this, we adapt the

base specification of RCU and the proof of Treiber’s stack as follows.

First, we adapt the data structure invariant to account for stale pointers as follows:

Stack(𝑠) ≜ ∃𝐻 ∈ List(Msg × AId). 𝑠 ↦→at fmap(fst, 𝐻 ) ∗©­« ∗(𝑚,𝑎) ∈𝐻
@𝑚.viewBlockInfo(𝑚.value , . . .)ª®¬ ∗ ©­« ∗(ℓ,𝑎) ∈ interp(𝐻 )RetirePerm(ℓ, 𝑎)ª®¬ ∗ . . .

Here, 𝐻 represents the complete history of the stack’s head, with each element consisting of a

physical message and the allocation ID of the pointed node. The physical messages are tracked

by the atomic points-to assertion. Since a thread may read stale pointers from 𝐻 , the invariant

must retain all BlockInfos for pointers in 𝐻 . However, the invariant only keeps RetirePerm for the

latest state of the stack, i.e., the list of nodes reachable from the latest head value, as pop() must

acquire RetirePerm to retire the detached node. For example, in Fig. 3, the latest state is [(ℓ4, 𝑎4)].
The latest state can be computed by interpreting the history of the stack’s head location:

interp(𝐻 ) ≜ interp_aux(𝐻, []) interp_aux( [], 𝐿) ≜ 𝐿

interp_aux((𝑚,𝑎) :: 𝐻 ′, 𝐿) ≜ match 𝐿 with
| _ :: (ℓ ′, 𝑎′) :: 𝐿′ when ℓ ′ =𝑚.value
⇒ interp_aux(𝐻 ′, (ℓ ′, 𝑎′) :: 𝐿′) (pop)

| _⇒ interp_aux(𝐻 ′, (𝑚.value, 𝑎) :: 𝐿) (push)

Second, we revise rcu-retire to record the observation of the retired block’s detachment. It takes

a precondition 𝑄 , instantiated with the detachment observation for the block 𝑎, and returns the
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postcondition Retired(𝑎,𝑄), which is an objective fact that 𝑎 is retired and that 𝑄 was provided

upon 𝑎’s retirement. For Treiber’s stack, 𝑄 can be simply defined as the observation of the message

that pops the given node, which can be found from 𝐻 by interpreting it. We then include these

Retired assertions alongside RcuState in the invariant as follows:

Stack(𝑠) ≜ . . . ∗ ∃𝑅. RcuState(𝑅) ∗ (∗𝑎∈𝑅 Retired(𝑎,𝑄)) ∗ . . .
Third, we use these Retired assertions to ensure that a node pointer loaded from the stack’s head

is safe to access, i.e., it is not in 𝑋 . For this purpose, we introduce a new rule Guard-seen-retired

to get the detachment observation out of Retired assertions. If the node were in 𝑋 (⊆ 𝑅), then the

detachment observation would contradict the assumption that we loaded a pointer to the node.

Therefore, the node is not in 𝑋 , and we can apply Guard-protect and Guard-acc access the node.

Finally, we note a minor change in Guard-acc: the accessed resource is wrapped in the view-join
modality ⊔𝑉 . This is an artifact of the RMC version of cancellable invariants [22], which is a variant

of standard invariant that allows cancellation, i.e., taking the resource back from the invariant

permanently so that they can be reclaimed (with free). Since this is mostly orthogonal to the

contributions of this paper, we refer the reader to Dang [7], Dang et al. [8] for details.

3.2 Traversal Specification
The base specification can be unwieldy for more complex data structures such as Harris’s lock-free

linked list [18]. These data structures involve operations that traverse linked nodes, with nodes

being added and removed at arbitrary positions within the structure, not solely at the head. This

introduces two difficulties. First, even under SC, a traversal can encounter a node that is not expired

but retired during the critical section. This complicates the application of Guard-protect, as Guard-

not-retired is not applicable, unlike in Treiber’s stack under SC. To prove the safety of traversals,

we must reason about the shape of the data structure at the past point when the critical section

began. Second, verification under RMC requires significant additional effort such as defining the

detachment observation assertion. For linked lists, this involves considering all possible paths to the

node, including the path formed due to stale values, details of which we discuss in §5. To mitigate

these complexities, the high-level traversal specification encapsulates these common reasoning

patterns into a set of local and inductive proof rules.

Background: traversal specification in SC. The key idea of Jung et al. [20] for reasoning about

RCU-protected traversal is to formulate data structure invariants using a pair of logical points-to

assertion and the corresponding pointed-by assertion [27, 31]. For example, Harris’s lock-free linked

list with nodes 𝐿 ∈ List(Loc × AId) is described as follows:

∗0≤𝑖<length(𝐿) ©­«
let (ℓ, 𝑎) := 𝐿[𝑖] in BlockInfo(ℓ, 𝑎, ListBlock) ∗ ∃𝑠 . RcuPointsTo(𝑎, 𝑠) ∗
if 𝑖 = length(𝐿) − 1 then 𝑠 = None
else let 𝑎succ := 𝐿[𝑖 + 1] .2 in 𝑠 = Some(𝑎succ) ∗ RcuPointedBy(𝑎succ, {𝑎})

ª®¬
The RCU points-to predicate, RcuPointsTo(𝑎, 𝑠), asserts ownership of block 𝑎 and indicates that

𝑎 currently points to another block 𝑠 , if any. Guard-protect-RcuPointsTo states that if a block is

protected by the guard, its successor is also protected. This ensures that all blocks reachable by

traversal are protected by the critical section.

Conversely, the RCU pointed-by predicate, RcuPointedBy(𝑎, 𝐵), asserts that the block 𝑎 is not

yet retired and is currently pointed to by the blocks in 𝐵. This predicate prevents a block from

pointing to a potentially retired block: RcuPointsTo-update updates the target of a block’s points-to

assertion only if the new target is not detached; and RcuPointedBy-detach grants permission to

retire a block only when no other blocks point to it, effectively recording its detachment from the
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LinkObs ≜ (AId × N) → vProp Guard(𝑡𝑖𝑑 : TId, 𝐿𝑉 : LinkView , 𝐺 : Loc fin−⇀ AId) : vProp

LinkView ≜ AId fin−⇀ N BlockInfo(ℓ : Loc, 𝑎 : AId, 𝑃 : BlockRes, 𝐿𝑂 : LinkObs ) : vProp

RcuPointsTo(𝑎 : AId, 𝑠 : Option(AId) ®𝑠 : List(Option(AId)) ) : vProp

RcuPointsToSnap(𝑎 : AId, 𝑛 : N, 𝑠 : Option(AId)) : vProp

RcuPointedBy(𝑎 : AId, 𝐵 : Set(AId × N )) : vProp

(Guard-protect-RcuPointsTo)

𝐺 (ℓ1) = 𝑎1 ®𝑠 [𝑛] = Some(𝑎2) 𝐿𝑉 (𝑎1) ≤ 𝑛

BlockInfo(ℓ2, 𝑎2, _, _ ) ⊢ Guard(𝑡𝑖𝑑, 𝐿𝑉 ,𝐺) ∗ RcuPointsTo(𝑎1, Some(𝑎2) ®𝑠 )
≡−∗ Guard(𝑡𝑖𝑑, 𝐿𝑉 ,𝐺 [ℓ2 ↦→𝑎2]) ∗ RcuPointsTo(𝑎1, Some(𝑎2) ®𝑠 )

(RcuPointsTo-objective)

objective(RcuPointsTo(𝑎, ®𝑠))

(Guard-seen-linked)

𝐿𝑉 (𝑎) = 𝑛

BlockInfo(_, 𝑎, _, 𝐿𝑂) ∗ Guard(_, 𝐿𝑉 , _) ⊢ 𝐿𝑂 (𝑎, 𝑛)

(RcuPointsTo-update)

𝑛 = length(®𝑠) − 1 ®𝑠 [𝑛] = Some(𝑎2)
BlockInfo(_, 𝑎, _, 𝐿𝑂 ) ∗ 𝐿𝑂 (𝑎1, 𝑛 + 1) ⊢©­«

RcuPointsTo(𝑎1, Some(𝑎2) ®𝑠 )
∗ RcuPointedBy(𝑎2, 𝐵2)
∗ RcuPointedBy(𝑎3, 𝐵3)

ª®¬ ≡−∗ ©­«
RcuPointsTo(𝑎1, Some(a3) ®𝑠 ++ [Some(𝑎3)] )
∗ RcuPointedBy(𝑎2, 𝐵2 \ {(𝑎1, 𝑛 )})
∗ RcuPointedBy(𝑎3, 𝐵3 ∪ {(𝑎1, 𝑛 + 1 )})

ª®¬
(RcuPointsTo-link)(
RcuPointsTo(𝑎1, ®𝑠) ∗
RcuPointedBy(𝑎2, 𝐵2)

)
≡−∗ (

RcuPointsTo(𝑎1, ®𝑠 ++ [Some(𝑎2)]) ∗
RcuPointedBy(𝑎2, 𝐵2 ∪ {(𝑎1, length(®𝑠))})

)
(RcuPointedBy-overwritten)

𝑛 < 𝑛′

BlockInfo(ℓ, 𝑎1, _, 𝐿𝑂) ∗ 𝐿𝑂 (𝑎1, 𝑛′) ⊢
RcuPointedBy(𝑎2, 𝐵2) ≡−∗ RcuPointedBy(𝑎2, 𝐵2 \ {(𝑎1, 𝑛)})

(RcuPointedBy-detach)

BlockInfo(ℓ, 𝑎, _, _ ) ⊢
RcuPointedBy(𝑎, ∅) ≡−∗ RetirePerm(ℓ, 𝑎)

(rcu-retire-traversal)

{RetirePerm(ℓ, _)} retire(ℓ) {True}

(RcuPointedBy-clean)(
RcuPointedBy(𝑎1, 𝐵)
∗ RetirePerm(_, 𝑎2)

)
≡−∗ (

RcuPointedBy(𝑎1, 𝐵 \ {(𝑎2, 𝑛 )})
∗ RetirePerm(_, 𝑎2)

)
(Guard-protect-RcuPointsToSnap)

𝐺 (ℓ1) = 𝑎1 𝐿𝑉 (𝑎1) ≤ 𝑛

BlockInfo(ℓ2, 𝑎2, _, _) ⊢ Guard(𝑡𝑖𝑑, 𝐿𝑉 ,𝐺) ∗ RcuPointsToSnap(𝑎1, 𝑛, 𝑠)
≡−∗ Guard(𝑡𝑖𝑑, 𝐿𝑉 ,𝐺 [ℓ2 ↦→𝑎2]) ∗ RcuPointsToSnap(𝑎1, 𝑛, 𝑠)

Fig. 4. The traversal specification of RCU.
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data structure. This, along with rcu-retire-traversal, guarantees that only detached nodes can be

retired. RcuPointedBy-clean removes a detached node from RCU pointed-by assertion, which is

used when detaching a chain of nodes at once.

Adaptation for RMC. As shown in the stack example, a stale pointer loaded in an RCU critical

section is not expired and thus is safe to access. Therefore, we modify Guard-protect-RcuPointsTo

to extend protection to stale reads. To achieve this, mirroring the physical points-to assertion, the

RCU points-to assertion tracks the successor history ®𝑠 , which is a list of the allocation IDs of the

successors to which the current node has pointed.

However, overly stale pointers that cannot be read due to RCU synchronization should not

be protected. To express this, we introduce the link view, 𝐿𝑉 , in the Guard assertion. Inspired

by the concept of thread views for RMC, a guard’s link view represents its observation of link

modifications made visible via RCU synchronization. Specifically, a link view is a partial function

mapping allocation IDs of blocks to the index of their successor history. Guard-protect-RcuPointsTo

grants protection to a successor only if it is not stale in the link view (𝐿𝑉 (𝑎1) ≤ 𝑛).

To prove the assumption of Guard-protect-RcuPointsTo, the user must show that the physical

address loaded from the atomic points-to assertion corresponds to a non-stale index in the link view.

To do this, we give the link view a physical interpretation, called the link observation predicate of
type LinkObs. The BlockInfo predicate is parameterized by link observation predicate 𝐿𝑂 . 𝐿𝑂 (𝑎, 𝑛)
should assert the physical observation of the message for the 𝑛-th successor of 𝑎, i.e., that successors
up to index 𝑛 − 1 have been overwritten. Before loading a pointer, we use Guard-seen-linked to

obtain this observation, which is then provided to the atomic points-to load rule. Its postcondition

establishes the assumption of Guard-protect-RcuPointsTo, protecting the loaded pointer.

RcuPointsTo-update is updated accordingly. RcuPointedBy is modified to track incoming links

not yet observed to be overwritten. To update, the user must provide an observation of the new

link overwriting the old one. This difference from SC is better explained with the rules split into

two parts: RcuPointsTo-link only adds link without requiring link observation; and RcuPointedBy-

overwritten deletes the incoming link, given the overwrite observation. To identify each incoming

link, the type of 𝐵 is changed to a set of pairs, each containing the allocation ID of the predecessor

and the link’s index in the predecessor’s history. RcuPointedBy keeps the provided observations,

making it non-objective (while RcuPointsTo is objective). This ensures that a block is retired only

after it is observed to be detached from the data structure.

The invariant for the lock-free linked list is updated as follows:

∗
0≤𝑖<length(𝐿)

©­­­­«
let (ℓ, 𝑎) := 𝐿[𝑖] in ∃®𝑠 . RcuPointsTo(𝑎, ®𝑠 ) ∗
if 𝑖 = length(𝐿) − 1 then last(®𝑠) = None

else let 𝑎succ := 𝐿[𝑖 + 1] .2 in last(®𝑠) = Some(𝑎succ) ∗
@(view of 𝑎→𝑎succ ) RcuPointedBy(𝑎succ, {(𝑎, length(®𝑠) − 1 )})

ª®®®®¬
∗ ∗
(𝑎,𝑛,𝑎′ ) ∈𝐸

(RcuPointsToSnap(𝑎, 𝑛, Some(𝑎′)) ∗ . . .)

In the first conjunct, 𝐿 is the list of nodes along the path consisting only of the latest messages in

each location (corresponding to 𝐿 in SC). RcuPointsTo and RcuPointedBy are asserted along 𝐿, with
RcuPointedBy asserted at the message view of the incoming link. A thread modifying the link can

strip the view-at modality of RcuPointedBy by acquire-loading the link. To account for traversing

the stale nodes not in 𝐿, the second conjunct asserts knowledge about 𝐸, the set of all links that have

ever been written. Specifically, RcuPointsToSnap(𝑎, 𝑛, Some(𝑎′)) is a snapshot of RcuPointsTo,
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Invariant: ∃𝑓0, 𝑓1, 𝐴0, 𝐴1 . flags[0]
1/2↦−−−→ 𝑓0 ∗ flags[1]

1/2↦−−−→ 𝑓1 ∗ 𝛾0
1/2
�===⇒ 𝐴0 ∗ 𝛾1

1/2
�===⇒ 𝐴1 ∗

¬(𝐴0 ∧𝐴1) ∗ (¬(𝐴0 ∨𝐴1) ⇒ 𝑃) ∗ (𝐴0 ⇒ 𝑓0) ∗ (𝐴1 ⇒ 𝑓1)

Algorithm 3 The flag mutex

1: global variables
2: flags: [Atomic<bool>; 2]
3: function try_acquire(i: 0|1)→ bool
4: flags[i].store(true, rlx)
5: fence(sc)
6: if ¬ flags[1-i].load(acq) then
7: return true
8: flags[i].store(false, rlx)
9: return false
10: function release(i)
11: flags[i].store(false, rel)

{
flags[𝑖] 1/2↦−−−→ false ∗ 𝛾𝑖

1/2
�===⇒ false

}
flags[𝑖].store(true){
flags[𝑖] 1/2↦−−−→ true ∗ 𝛾𝑖

1/2
�===⇒ false

}
if ¬ flags[1-𝑖].load() then{

flags[𝑖] 1/2↦−−−→ true ∗ 𝛾𝑖
1/2
�===⇒ true ∗ 𝑃

}
return true

flags[𝑖].store(false){
flags[𝑖] 1/2↦−−−→ false ∗ 𝛾𝑖

1/2
�===⇒ false

}
return false

Fig. 6. Code and proof sketch for the flag mutex algorithm.

recording that node 𝑎’s successor history contains node 𝑎′ at index 𝑛. RcuPointsToSnap is equipped

with a variant of the traversal protection rule, Guard-protect-RcuPointsToSnap.

Verification of theMichael-Scott queue under RMC. As another example, let us consider Michael

and Scott [39]’s lock-free queue. This queue consists of an append-only linked list and two fields

containing pointers to the head and the tail node of the list, respectively. The enqueue method

appends a node at the tail and advances the tail pointer, and the dequeue method advances the

head pointer to the next node of the head node.

Similarly to the invariant for Harris’s list, each list node in the queue maintains an RcuPointedBy
assertion. However, RcuPointsTo for the list nodes are not necessary, because the queue methods do

not traverse the list—they access the list nodes only via the head and the tail pointer. Consequently,

the RcuPointedBy assertions only need to track the links from the head and the tail pointer. While

tracking the links between list nodes is correct, omitting them simplifies the proof.

The tricky part is retiring the head node in the dequeue method. Since the node can also be

pointed by the tail pointer, the dequeue method should ensure that the tail pointer does not lag

behind the head pointer. Only after the dequeue method observes that both the head and the tail

pointers have moved past the head node can we utilize RcuPointedBy-overwritten to remove the

links from them in the RcuPointedBy of the head node. Then, we can use RcuPointedBy-detach

and rcu-retire-traversal to prove the safety of retiring the node.

4 Reasoning about RAW Synchronization for Switchable Critical Sections
We develop a reasoning principle for read-after-write (RAW) synchronization in RMC, and apply it

to the idealized two-thread flag mutex algorithm that captures the essence of RAW synchronization,

Peterson [43]’s mutex, and epoch-based RCU with switchable critical sections.

4.1 Background: Reasoning about RAW Synchronization in SC
Flag mutex. Fig. 6 presents the flag mutex algorithm. The algorithm ensures mutual exclusion for

two threads using symmetric boolean flags, each representing a thread’s intention to acquire the

mutex. The try_acquire() function takes an argument 𝑖 that indicates the thread’s index (0 or 1) and

returns a boolean value indicating whether the acquisition was successful. The function first writes
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true to the flag for 𝑖 , announcing its intention to acquire the mutex (line 4). It then reads the flag for

the other thread 1− 𝑖 (line 6). If this flag is false, indicating that the other thread has no intention to

acquire the mutex, the acquisition is successful and true is returned (line 7). The release() function
simply writes false to the flag for the thread, indicating that it has released the mutex (line 11).

In separation logic, mutual exclusion can be specified with the following Hoare triple:

{True} try_acquire(𝑖) {𝑣 . (𝑣 = true ∗ 𝑃) ∨ 𝑣 = false}
This specification states that if the function returns true, the thread has acquired the protected

resource 𝑃 ; otherwise, it returns false.
As a stepping stone for the proof of the flag mutex under RMC, we first review the proof under

SC by Jung et al. [20]. Their invariant has four existential variables representing the physical and

logical state: 𝑓𝑖 for the current value stored in flags[𝑖], and 𝐴𝑖 indicating whether the thread 𝑖 has

acquired the mutex. The 𝐴𝑖 values are stored in ghost variables 𝛾𝑖 , a separation logic resource that

acts like a points-to predicate for a logical variable. Both points-to and ghost variable assertions

can be split into fractional parts and shared among threads, but require full ownership for updates.

The invariant keeps the halves of the points-to assertions for flags[𝑖] and 𝛾𝑖 ghost variables, while
the thread 𝑖 owns the other halves. Thus, each thread can read and write the points-to predicate

and ghost variable it owns, while it can only read from those of the other thread.

The invariant encodes the mutual exclusion with two conditions: ¬(𝐴0 ∧ 𝐴1): both threads

cannot acquire the mutex simultaneously; and ¬(𝐴0 ∨𝐴1) ⇒ 𝑃 : if neither thread has acquired the

mutex, the invariant owns the protected resource 𝑃 . Furthermore, 𝐴𝑖 ⇒ 𝑓𝑖 describes the necessary

condition for thread 𝑖 to acquire the mutex: its flag must be true.
The proof proceeds as follows. Thread 𝑖 begins with flags[𝑖] 1/2↦−−→ false ∗ 𝛾𝑖

1/2
�===⇒ false, denoting

that its flag is false and it has not acquired the mutex. When thread 𝑖 stores true to its flag (line 4),

its points-to predicate is updated to reflect this change. The ghost variable remains unchanged

as it has not yet acquired the mutex. If it finds the other thread’s flag to be false (line 6), then

by the invariant 𝐴1−𝑖 ⇒ 𝑓1−𝑖 , 𝐴1−𝑖 must also be false. Because 𝐴𝑖 is also still false, the invariant
¬(𝐴0 ∨𝐴1) ⇒ 𝑃 implies that 𝑃 is owned by the invariant. Therefore, thread 𝑖 can set 𝐴𝑖 to true,
taking 𝑃 out of the invariant, and return true (line 7).

Epoch-based RCU. Jung et al. [20] verified the epoch-based RCU (§2.1) by modeling the epoch

invariant as a mutual exclusion over the ownership of epoch using RAW synchronization. Intuitively,

the ownership of epoch 𝑒 is the permission required for incrementing the global epoch from 𝑒 + 1
to 𝑒 + 2. The ownership of an epoch is divided into individual fractions for each thread. When a

thread enters critical section with rcu_lock() at epoch 𝑒 , it acquires its fraction of the ownership for

𝑒 . Conversely, the invocation of try_advance() that increments the global epoch from 𝑒 + 1 to 𝑒 + 2
checks if each thread is in epoch 𝑒 , and if not, claims the thread’s fraction. If no thread was in epoch

𝑒 , it has collected the full ownership of 𝑒 , allowing it to increment the global epoch. Based on this

protocol, they adapted the above proof strategy for the flag mutex to verify the epoch-based RCU.

4.2 Proof Rules for SC Fence
RAW synchronization in RMC requires the use of SC fences. To reason about them, we first introduce

two proof rules for SC fences: a low-level rule directly reflecting the semantics and a high-level

rule that exploits the total order property of SC fences.

SC modality. The SC modality assertion ⟨sc⟩ 𝑃 means that 𝑃 holds in a snapshot of the SC view. Re-

call that executing an SC fence updates both the SC view and the executing thread’s view to their join.

This allows us to place 𝑃 under the SC modality and extract𝑄 from ⟨sc⟩𝑄 (Fence-SC). We primarily

use the SC modality to capture observations (i.e., persistent non-objective assertions) about the
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Low-level rules
(Fence-SC)

{𝑃 ∗ ⟨sc⟩𝑄} fence(sc) {⟨sc⟩ 𝑃 ∗𝑄}
(SC-mod-objective)

objective(⟨sc⟩ 𝑃)
Event history rules

𝑝 ∈ ScProtocol ≜ ⟨𝑆 : JoinSemilattice, Seen : 𝑆 → vProp, 𝛾 : GhostName⟩

(Fence-SC-hist)

{ScHist𝑝 (ℎ)∗ Seen𝑝 (𝑠)} fence(sc) {let 𝑠′ := 𝑠 ⊔
⊔
𝑠′∈ℎ

𝑠′ in

ScHist𝑝 (ℎ ++ [𝑠′]) ∗ Seen𝑝 (𝑠′)}
(SC-state-snap)

ℎ[𝑛] = 𝑠

ScHist𝑝 (ℎ) ⊢ ScState𝑝 (𝑛, 𝑠)

ScHist𝑝 (ℎ : List(𝑆𝑝 )) ≜ ListAuth(𝛾𝑝 , ℎ) ∗ sorted(ℎ, ⊑𝑝 ) ∗∗
𝑠∈ℎ
⟨sc⟩ Seen𝑝 (𝑠)

ScState𝑝 (𝑛 : N, 𝑠 : 𝑆𝑝 ) ≜ ∃ℎ′ . ListSnap(𝛾𝑝 , ℎ′) ∗ ℎ′ [𝑛] = 𝑠

Fig. 7. Proof rules for SC fence

“write” component of RAW synchronization pattern. For example, ⟨sc⟩ (⊒𝑉 ∗𝑉 (𝑚.loc) ≥ 𝑚.time)
asserts that the observation of message𝑚 has been transfered to the SC view, which can be acquired

by subsequent SC fences. Since the SC modality fixes the view (SC-mod-objective), this assertion

can be placed in an objective invariant alongside other resources like atomic points-to.

Event history with SC fence. A key property of SC fences is their total ordering under the happens-

before relation. This allows case analysis on fence ordering: an SC fence either happens before or

after another. The earlier fence releases observations about prior writes into the SC view, which is

acquired by a later fence that prevents the subsequent read operations from reading stale values.

To utilize this property, we provide a higher-level proof rule for SC fence. An SC protocol 𝑝
consists of a state type 𝑆 that is observed by each SC fence, a predicate Seen that asserts the

observation of those states, and a ghost name 𝛾 for the protocol. Here, 𝑆 is a join-semilattice that

defines a custom abstraction for the notion of view in the RMC semantics. For example, in the

flag mutex, 𝑆 is the pair of timestamps of each flag location when each SC fence ran, and Seen
is the assertion that the thread has observed messages in the location with the given timestamp.

The SC history assertion ScHist𝑝 (ℎ) records the history of states in 𝑆 observed by the SC fence.

Fence-SC-hist appends an event to this history. It takes the observation of a state to be added,

joins this state with all preceding states in the history, appends the joined state to the history,

and returns its observation. As a result, the states tracked by ScHist monotonically increase. To

enable reasoning about the state at a specific index in the history, SC-state-snap takes a persistent

snapshot ScState of the state 𝑠 at the index 𝑛.7

4.3 Reasoning about RAW Synchronization in RMC
Verifying the flag mutex in RMC. Reasoning about RAW synchronization in RMC effectively

reduces to reasoning about the SC fence history. For the flag mutex, a thread that wants to acquire

the mutex must satisfy two conditions on the SC fence history: (1) announcement of intention: the
thread should announce its intention to acquire the mutex by transferring the observation of a

message to the SC fence, and (2) opponent’s lack of intention: it must have observed a moment where

7
This is implemented with the authoritative PCM [24] of append-only lists.
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flagp ≜ ⟨𝑆 = {0, 1} fin−−⇀ Time, Seen( [𝑡0, 𝑡1]) = ∃𝑉 . ⊒𝑉 ∗𝑉 (flag[0]) ≥ 𝑡0 ∗𝑉 (flag[1]) ≥ 𝑡1⟩

Invariant: ∃𝐹0, 𝐹1 , ℎ , 𝐴0, 𝐴1 . flags[0] ↦→at 𝐹0 ∗ flags[1] ↦→at 𝐹1 ∗ ScHistflagp (ℎ) ∗ . . . ∗
(¬(𝐴0 ∨𝐴1) ⇒ @... 𝑃) ∗ (𝐴0 ⇒ acquirable(0, ℎ, 𝐹 ) ) ∗ (𝐴1 ⇒ acquirable(1, ℎ, 𝐹 ) ) ∗ . . .

acquirable(𝑖, ℎ, 𝐹 ) ≜ ∃𝑛. 𝐹𝑖 (ℎ[𝑛] [𝑖]) .value = 1 ∗ ℎ[𝑛] [𝑖] = max(dom(𝐹𝑖 )) (announcement of intention)

∗ ∃𝑡 ′ ≥ ℎ[𝑛] [1 − 𝑖] . 𝐹1−𝑖 (𝑡 ′).value = 0 (opponent’s lack of intention)

Fig. 8. Invariant for the flag mutex in RMC

the opponent did not intend to acquire the mutex. The proof of mutual exclusion then proceeds by

comparing the SC fence indices of the two threads, exploiting the total order property of SC fences.

Fig. 8 formalizes this intuition, highlighting the changes from SC. In the invariant, the points-to

assertions for flag locations are replaced with the atomic points-to assertions, recording their

history (𝐹𝑖 ∈ Time fin−⇀ Msg). To reason about the observation of the flag locations transferred via

the SC fence, the invariant uses an SC protocol where the state type is the pair of timestamps

of each flag location when each SC fence executed. The protected resource 𝑃 is kept under the

message view of the last release (omitted in the figure).

The necessary condition for acquiring the mutex is captured by the acquirable(𝑖, ℎ, 𝐹 ) assertion.
It asserts the two conditions for the thread 𝑖 to acquire the mutex: announcement of intention and

the opponent’s lack of intention. The announcement condition states that 𝑖 must have written 1 to

its flag and executed an SC fence. The fence is identified by the index 𝑛, and the 𝑛-th state in the

fence history contains the latest message in flag[𝑖], which has value 1. This roughly corresponds

to the 𝐴𝑖 ⇒ 𝑓𝑖 condition in the SC proof.

The opponent condition is unique to RMC. It states that the opponent (thread 1 − 𝑖) must have

withdrawn its intention to acquire mutex that has been acknowledged by 𝑖 . Given an SC fence

history ℎ, suppose 1 − 𝑖 announced an intention at an index 𝑛′. We say that this intention is

acknowledged by 𝑖 if 𝑖’s fence index 𝑛 is higher than 𝑛′. By the monotonicity of ℎ, this implies

ℎ[𝑛′] [1 − 𝑖] ≤ ℎ[𝑛] [1 − 𝑖]. This ensures that 𝑖 cannot read a message older than the intention by

1− 𝑖 thanks to the SC fence synchronization. As 1− 𝑖 withdraws its intention by writing 0 to its flag,

the opponent condition says that 1 − 𝑖 must have written a message with value 0 at a timestamp 𝑡 ′

that is higher than the one 𝑖 acknowledged (𝑡 ′ > ℎ[𝑛] [1 − 𝑖]). Note that this condition does not

require that the opponent does not have intention at the current moment; it merely says that it has

once withdrawn the intention at some moment after the execution of the SC fence 𝑛.

For brevity, we briefly describe the proof sketch at the point where thread 𝑖 reads 0 from flag[1−𝑖]
(line 6). We show that thread 𝑖 can take ownership of resource 𝑃 , i.e., thread 1 − 𝑖 has not taken it.

Towards a contradiction, assume otherwise. From acquirable(1−𝑖, ℎ, 𝐹 ), we get the fence index 𝑛′ of
thread 1−𝑖 . Let 𝑛 be the index of the fence that thread 𝑖 executed at line 5. We proceed by comparing

𝑛′ and 𝑛. (1) 𝑛 < 𝑛′ (𝑖 was earlier): ℎ[𝑛] [𝑖] is the latest message in flag[𝑖]. By ℎ[𝑛] ⊑flagp ℎ[𝑛′], we
have ℎ[𝑛] [𝑖] = ℎ[𝑛′] [𝑖]. This derives a contradiction from the opponent condition of 1 − 𝑖 and the

announcement condition of 𝑖 . (2) 𝑛′ < 𝑛 (1− 𝑖 was earlier): By the announcement condition of 1− 𝑖 ,
ℎ[𝑛] [1 − 𝑖] contains the latest message in flag[1 − 𝑖], which has value 1. Since ℎ[𝑛′] ⊑flagp ℎ[𝑛], 𝑖
must have observed that message. This contradicts the fact that 𝑖 read 0 at line 6.

Verifying Peterson’s mutex. The flag mutex suffers from starvation, as both thread may fail to

acquire themutexwhen they are trying to acquire simultaneously. Peterson’s mutex [43] (Algorithm

4) solves this problem by introducing an additional shared variable, yield. To acquire the mutex,

thread 𝑖 first sets its flag and then writes 𝑖 to yield (line 3), effectively yielding priority to the other
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Algorithm 4 Peterson’s mutex

1: function acquire(i: 0|1)
2: flags[i].store(true, rlx)
3: fence(sc); yield.store(i, rlx); fence(sc)
4: loop
5: if ¬ flags[1-i].load(acq) then
6: return
7: if yield.load(acq) == 1 - i then
8: return
9: function release(i)
10: flags[i].store(false, rel)

petersonp ≜ ⟨𝑆 = {0, 1, yield } fin−−⇀ Time, . . .⟩
Invariant: 𝑌 , . . . .yield ↦→at 𝑌 ∗
acquirable(𝑖, ℎ, 𝐹 , 𝑌 ) ≜ ∃𝑛1, 𝑛2, 𝑡y . 𝑛1 < 𝑛2 ∗
𝐹𝑖 (ℎ[𝑛1 ] [𝑖]).value = 1 ∗ ℎ[𝑛1 ] [𝑖] = max(dom(𝐹𝑖 )) ∗ (A1)

𝑌 (𝑡y).value = 𝑖 ∗ ℎ[𝑛1] [yield] < 𝑡y ≤ ℎ[𝑛2] [yield] ∗ (A2)((∃𝑡 ′ ≥ ℎ[𝑛2 ] [1 − 𝑖] . 𝐹1−𝑖 (𝑡 ′).value = 0) ∨
( ∃𝑡 ′y ≥ ℎ[𝑛2] [yield] . 𝑌 (𝑡 ′y) .value = 1 − 𝑖 )

)
(O1)

(O2)

Fig. 9. Invariant for Peterson’s mutex

thread. It then reads the flag of thread 1 − 𝑖 (line 5). If the flag is set, it checks whether thread 1 − 𝑖
has yielded back by writing 1− 𝑖 to yield (line 7). If so, thread 𝑖 enters the critical section. The writes

to yield must be wrapped in SC fences to enforce happens-before ordering along the timestamp

order of those writes. Intuitively, this is necessary because the order of writes on yield decides

which thread acquires the mutex first when threads are contending.

The invariant for Peterson’s mutex is shown in Fig. 9, with the additions to the flag mutex

invariant highlighted in green. The SC protocol and the invariant are updated to track the yield
variable. The acquirable condition inherits the announcement of intention (A1) and the opponent’s

lack of intention condition (O1), but A1 uses 𝑛1, the index of the first fence by 𝑖 , and O1 uses 𝑛2,

the index of the second fence by 𝑖 . The announcement condition is extended with an assertion that

thread 𝑖 wrote to yield a message with value 𝑖 and timestamp 𝑡y between the two SC fences (A2).

To accommodate the scenario where acquire(𝑖) returns at line 8, the opponent condition is changed

to a disjunction with a branch that asserts thread 𝑖 could have read the yield message by 1 − 𝑖 after
it executes the second fence (O2).

The proof of mutual exclusion proceeds similarly to the flag mutex, deriving a contradiction

from the assumption that 1− 𝑖 has already acquired the mutex. However, we need to consider more

cases: the order of four fences, the return point of acquire(𝑖), and 1 − 𝑖’s opponent condition (O1 or

O2). While there numerous cases to examine, the proof boils down to showing that the thread who

wrote the more recent message to yield cannot acquire the mutex. Without loss of generality, let

this thread be 𝑖 . (1) 𝑖 cannot read false at line 5. (1-1) The second fence of 𝑖 cannot precede the first

fence of 1 − 𝑖 , because otherwise, 1 − 𝑖 could not have written the older message to yield (violation

of A1 of 𝑖 and 1− 𝑖). (1-2) So, one of 1− 𝑖’s fences precedes one of 𝑖’s fences. However, this prevents
𝑖 from reading false from flag[1− 𝑖], for the same reason as in the flag mutex. (2) 𝑖 cannot read 1− 𝑖
at line 7, because, by assumption, the message written by 1 − 𝑖 is older than the message written by

𝑖 , and RMC prohibits a thread from reading a message older than what it wrote.

Verifying epoch-based RCU. For brevity, we focus on the SC protocol between try_advance
and rcu_lock. The SC state consists of the timestamps of global epoch and local epoch locations:

Time × (TId fin−⇀ Time). Similar to the flag mutex, the invariant specifies announcement and

opponent conditions for acquiring the ownership of epoch 𝑒 , but they are asymmetric: one for

incrementing the global epoch from 𝑒 + 1 to 𝑒 + 2, and another for entering a critical section with

local epoch 𝑒 . (1) For incrementing the global epoch, the announcement condition is the observation

of the message that writes 𝑒 + 1 to the global epoch, and the opponent condition is that each local

epoch location has been set to 𝑒 + 1 or −1, which allows the incrementing the global epoch to 𝑒 + 2
according to the epoch invariant. (2) For entering a critical section, the announcement condition is
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writing local epoch 𝑒 , and the opponent condition is that it read global epoch 𝑒 , meaning that at the

moment of the fence, no one has announced the intention to increment the global epoch to 𝑒 + 2.
The proof that try_advance() successfully collects full ownership of epoch 𝑒 before incrementing

the global epoch to 𝑒 + 2 proceeds by contradiction. Suppose a thread is in the critical section with

epoch 𝑒 . By its opponent condition, this thread’s fence event must have observed the global epoch

𝑒 . Since the incrementing thread’s fence contains a larger global epoch 𝑒 + 1, its fence event must

have occurred later (as global epoch only increases). But this makes the incrementing thread read

the local epoch 𝑒 , contradicting the opponent condition for incrementing the global epoch.

5 Reasoning about Reachability for Concurrent Writers
We prove the traversal specification of epoch-based RCU: any memory block reachable by traversal

in a critical section is safe to access (§3.2). We first present a proof sketch for the case where

writes are totally ordered (§5.1). This proof is adapted from Tassarotti et al. [46]’s verification of a

single-writer RCU-protected linked list, for presentation purposes. We then generalize this proof to

handle concurrent writers in RMC, where writes are only partially ordered (§5.2).

5.1 Background: RCU-Protected Traversal for Totally Ordered Writes
The key idea behind reasoning about RCU’s traversal protection is to track the history of link events
and maintain invariants on them. The link history contains two kinds of events:

• link(𝑎1, Some(𝑎2) | None): making a link from a memory block with allocation ID 𝑎1 to another

block with ID 𝑎2 or to null; and
• remove(𝑎): declaring that the block 𝑎 is removed from the data structure, i.e., no longer live.

When writes are totally ordered, the history can be represented as a list of events. Data structures
must then maintain two invariants on this totally ordered history:

live-closed If the most recent link from a live block 𝑎1 points to 𝑎2, then 𝑎2 is also live.

no-link-to-removed If 𝑎 is removed, then no later event creates a link to 𝑎.8

Intuitively, these invariants require that a block should be made unreachable before it is removed

and remain unreachable. This ensures that any node reachable by traversal must have been live at

the beginning of the traversal, and thus safe to access thanks to the base specification of RCU (§3.1).

We briefly overview the proof of RCU traversal specification under this assumption. The points-to

and pointed-by predicates of the RCU traversal specification track fragments of the link history:

RcuPointsTo(𝑎1, ®𝑠) asserts that the sub-history of 𝑎1’s outgoing links is ®𝑠 , while RcuPointedBy(𝑎, 𝐵)
asserts that 𝐵 is the set of blocks pointing to 𝑎 in the latest link state. The internal invariant of the

traversal specification asserts that all retired blocks have a remove event in the current link history.

The Guard assertion takes a snapshot of the history upon entering the critical section, recording

the blocks removed so far. Guard asserts the observation of all link events in its history snapshot,

which is reflected in the link view 𝐿𝑉 . Furthermore, Guard strengthens the base specification’s

Guard to protect only the blocks that are not removed in the history snapshot.

The proof of Guard-protect-RcuPointsTo is done by a case analysis on whether the link from 𝑎1
to 𝑎2 was made before or after the start of the critical section. (1) If the link was earlier, then 𝑎1 must

have been pointing to 𝑎2 in the guard’s history snapshot. By live-closed, 𝑎2 is not removed in the

guard’s history snapshot. (2) Otherwise, by no-link-to-removed, 𝑎2 must have not been removed at

the time that the link was made, so it is not removed in the guard’s history snapshot.

8
This invariant is a relaxed variant by Jung et al. [20] of the original version by Tassarotti et al. [46], which asserts that

there should be no new link from removed nodes.
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RcuPointedBy(𝑎, 𝐵) ≜ ∃𝐿, 𝐷, 𝐿𝑉 . SetAuth(𝑎, 𝐿) ∗ SeenRemoved(𝐷, 𝐿𝑉 ) ∗

∗
(𝑎′,𝑛) ∈𝐿

(
(RcuPointsTo(𝑎′, _) has link(𝑎′, 𝑛, 𝑎) event) ∗
((𝑎′, 𝑛) ∉ 𝐵 → dead_in(𝑎′, 𝑛, 𝐷, 𝐿𝑉 ))

)
dead_in(𝑎, 𝑛, 𝐷, 𝐿𝑉 ) ≜ 𝑎 ∈ 𝐷 ∨ 𝐿𝑉 (𝑎) > 𝑛

SeenRemoved(𝐷, 𝐿𝑉 ) ≜ (physical observation of 𝐿𝑉 ) ∗

∗
𝑎∈𝐷

©­«∃𝐿. SetFrozen(𝑎, 𝐿) ∗
∧
(𝑎′,𝑛) ∈𝐿

dead_in(𝑎′, 𝑛, 𝐷, 𝐿𝑉 ) ª®¬
Guard(𝑡𝑖𝑑, 𝐿𝑉 ,𝐺) ≜ ∃𝑋, 𝐷.BaseGuard(𝑡𝑖𝑑, 𝑋,𝐺) ∗ SeenRemoved(𝐷, 𝐿𝑉 ) ∗ 𝑋 ⊆ 𝐷 ∗ . . .
RetirePerm(ℓ, 𝑎) ≜ BaseRetirePerm(ℓ, 𝑎) ∗ ∃𝐷, 𝐿𝑉 . SeenRemoved(𝐷, 𝐿𝑉 ) ∗ 𝑎 ∈ 𝐷

invariant: ∃𝑅. RcuState(𝑅) ∗ ∗𝑎∈𝑅 Retired(𝑎, (∃𝐷, 𝐿𝑉 . SeenRemoved(𝐷, 𝐿𝑉 ) ∗ 𝑎 ∈ 𝐷))

Fig. 10. Definitions of RCU traversal specification predicates for partially ordered history

5.2 Link Invariants for Partially Ordered Writes
The proof from §5.1 assumes a totally ordered link history and thus does not directly apply to the

general case, where writes are only partially ordered due to unsynchronized concurrent writes

in RMC. To prove traversal safety under partially ordered writes, we formulate the link history

invariants directly in terms of the set of all incoming edges to each node as follows:

live-closed For a node to be removed, all its incoming edges must be dead, i.e., either the edge is
overwritten by a later link on the predecessor node, or the predecessor node itself is removed.

no-link-to-removed Once a node is removed, its incoming edge set remains unchanged.

Fig. 10 formalizes this idea. RcuPointedBy(𝑎, 𝐵) maintains the set 𝐿 of all incoming edges to 𝑎 that

have ever existed (SetAuth(𝐿)). To distinguish edges from the same node, each edge is identified by

its source node and the index of the edge from that source. For each incoming edge, RcuPointedBy
asserts that the corresponding source node’sRcuPointsTo has the corresponding link event (omitted).

Importantly, if an edge (𝑎′, 𝑛) is not in 𝐵 (the set of current incoming edges), it must be dead

(dead_in): either the source node was removed (𝑎′ ∈ 𝐷) or a new link overwrote the edge (𝐿𝑉 (𝑎′) >
𝑛). RcuPointedBy tracks the observation of the death of edges using SeenRemoved(𝐷, 𝐿𝑉 ), which
represents the observation of the link view 𝐿𝑉 and the fact the 𝐷 is a closed set of removed

nodes. The incoming edge set of each node in 𝐷 is frozen (SetFrozen),9 corresponding to no-link-

to-removed. Furthermore, all edges to nodes in 𝐷 are dead, corresponding to live-closed. Finally,

Guard asserts SeenRemoved with 𝐷 including the expired nodes.

In this setting, the proof of Guard-protect-RcuPointsTo follows directly from SeenRemoved.
By the rule’s assumptions, we have SeenRemoved(𝐷, 𝐿𝑉 ) ∗ 𝑎1 ∉ 𝐷 . If we assume 𝑎2 ∈ 𝐷 , we get
dead_in(𝑎1, 𝑛, 𝐷, 𝐿𝑉 ), which contradicts the assumptions that 𝑎1 ∉ 𝐷 and 𝐿𝑉 (𝑎1) ≤ 𝑛.

6 Related and Future Work
Pointed-by assertions. Madiot and Pottier [31] designed a separation logic for reasoning about

memory usage bound in a language with garbage collector. Specifically, they reason about logically
deallocated memory blocks, i.e., blocks that are unreachable and thus can be reclaimed by GC.

9SetAuth and SetFrozen assertions are based on the authoritative PCM [24] of sets with discarded fraction [51].
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To this end, the logic uses pointed-by assertion of form ℓ ←� 𝐿, which tracks the multiset 𝐿 of

immediate predecessor blocks of block ℓ . The design of the high-level traversal specification for

RCU (§3.2) adapts this interface to reason about detached blocks. The notable difference is that

our logic tracks the history of links, while their logic only tracks the current state of links. This

is necessary to support Guard-protect-RcuPointsTo, which talks about the link status at some

moment in the past when the critical section started.

Reasoning about RAW synchronization in RMC. Vafeiadis [50] noted that the semantics of an

SC fence is similar to a successful acqrel CAS operation to a dedicated ghost location (plus acqrel
fence), and proposed the following proof rule for SC fences (formalized as sc_inv in iRC11):

(Fence-SC-Inv)

𝐽 ∗ 𝑃 ≡−∗ 𝐽 ∗𝑄
𝐽 ⊢ {𝑃 } fence(sc) {𝑄}

However, this rule is difficult to apply to complex algorithms. It follows the style of single-location
invariants from earlier RMC separation logics such as FSL [12] and GPS [49], which requires relating

multiple per-location invariants with extra ghost states. This significantly alters the proof structure

compared to SC [7, §11], where a single invariant can encompass all resources within a module.

While this issue was addressed in the recent version of iRC11 [7, 9] with general invariants, atomic

points-to, and explicit view reasoning, Fence-SC-Inv still suffers from this problem. It utilizes a

dedicated SC fence invariant accessible only when executing an SC fence, necessitating its relation

to other invariants. To address this, we introduce new proof rules that subsume Fence-SC-Inv and is

more amenable to complex algorithms (§4.2), aligning with the spirit of iRC11’s approach.

Mével et al. [35] verified Peterson [43]’s mutex algorithm in the OCaml memory model. While

this model is more relaxed than SC for non-atomic locations, its semantics for atomic locations
(used for synchronization) are largely the same as in SC, with a total order on writes to all atomic

locations. Thus, reasoning about RAW synchronization in this model is similar to SC. However, this

model incurs extra overhead in the compilation scheme. In contrast, we verified the same algorithm

in the RC11 RMC model [30], with more complex and yet more efficient synchronization patterns.

Alglave and Cousot [1] verified two mutex algorithms based on RAW synchronization in RMC.

Their verification consists of two steps: (1) determining the necessary synchronization for custom

invariants (e.g., mutual exclusion) of concurrent algorithms in RMC, and (2) inserting synchroniza-

tion primitives, such as fences, based on the analysis. However, this approach does not support

switchable critical sections. Specifically, their Peterson’s mutex algorithm cannot be reused after

release, and their PostgreSQL mutex algorithm requires strict alternation between two threads,

incurring deadlock when a thread does not intend to acquire the mutex. (Such an algorithm does not

actually require RAW synchronization.) In contrast, we verified Peterson’s mutex and epoch-based

RCU algorithms that fully support switchable critical sections.

Dalvandi et al. [6] also verified a variant of Peterson’s mutex algorithm in RMC, but their

algorithm does not support mutex reuse and relies on strongly synchronizing AWAR operations on

the turn variable, which indicates thread priority for critical section access.

Verifying concurrent reclamation in SC. Several works verified concurrent reclamation algo-

rithms in SC [15, 17, 20, 41, 47]. However, none of these are not readily applicable to verification in

RMC due to the challenges addressed in this paper. For a detailed comparison of these works, we

refer the reader to Jung et al. [20, §8].

Among these, Gotsman et al. [17]’s work warrants further discussion. Their verification method

uses temporal logic to specify the necessary condition of acquiring protection. This condition

is expressed in the form of “𝑋 since 𝑌 ”, meaning that there was a moment when both 𝑋 and 𝑌
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held, and 𝑋 has remained true since then. At a high level, this condition resembles our reasoning

principle for RAW synchronization using the SC fence history (§4.3). Here, 𝑋 corresponds to the

announcement of intention, and 𝑌 to the opponents’ lack of intention. While temporal reasoning is

not strictly necessary for verifying RAW synchronization in SC, we observe that it is crucial in

RMC because the possibility of stale reads necessitates reasoning about the history of events.

Verifying concurrent reclamation in RMC. Several works verified concurrent reclamation

algorithms in RMC. Tassarotti et al. [46]’s verification did not support modular specification,

switchable critical sections, and concurrent writers (§1). We discuss other works below.

Alglave et al. [2] presented an RCU specification as an extension of the Linux Kernel’s RMCmodel.

They verified an implementation [10] against this specification with pen and paper, and verified

small test programs using RCU with model checking. However, they did not provide reasoning

principles for concurrent data structures using RCU or verify their correctness. In contrast, we

provide a high-level RCU specification and modularly verify highly concurrent data structures.

Moreover, their verification was conducted directly at the memory model, while ours builds upon a

foundation of fully mechanized iRC11 separation logic. In addition, we identify a reusable reasoning

principle for RAW synchronization in RMC separation logic.

Semenyuk et al. [44] verified a counter object protected with a simple boolean-based RCU in RMC.

However, their RCU algorithm does not provide synchronization, delegating that responsibility to

the client that relies on AWAR operations. This reliance on AWAR operations negates the need for

RAW synchronization. Additionally, it is unclear how to apply their approach to more complex

data structures that synchronize on multiple locations, such as linked lists.

Dang et al. [8], Doko andVafeiadis [13], Park et al. [40] verified the atomic reference counter (ARC)

in RMC. ARC uses AWAR synchronization on a centralized counter, while RCU uses decentralized

RAW synchronization on multiple locations (e.g., epochs) leading to more complex reasoning.

Gammie et al. [16] verified a concurrent tracing garbage collector (GC) in the x86-TSO memory

model [45]. However, their verification depends on the total order of writes enforced by AWAR

operations of x86-TSO. We believe our work provides building blocks for two key challenges for

verifying GC in more relaxed settings: reasoning about RAW synchronization, a prevalent technique

in GC algorithms, and reachability, a central concept in GC correctness (e.g., the tricolor invariant).

Futurework. Weplan to apply our verificationmethod to other reclamation algorithms. Specifically,

we are interested in the wait-free implementations of rcu_lock() employed in libraries such as

Crossbeam [11], HP-BRCU [28], and the user-space RCU [10] verified by Alglave et al. [2]. For wait-

freedom, these algorithms do not validate epoch to take ownership; instead, they essentially takes

the ownership of each individual memory block upon each load operation. We believe this behavior

can be formalized within our framework, and subsquently applied to the hazard pointers [36, 38]

algorithm, which protects individual memory block by writing the pointer value to a shared variable

and validates by checking that the object is still reachable.
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